
CONVENTIONAL AND INNOVATIVE

METHODS OF RESEARCH ASSESSMENT

Najko Jahn, Dr Birgit Schmidt
Göttingen State and University 
Library

Riga, 15 November 2017



Agenda

14:05 - 14:20 Welcome & Round of introductions
14:20 - 14:40 A review of research assessments principles
(Birgit Schmidt)
14:40 - 15:00 Discussion
15:00 - 15:20 Data sources, metrics and methods
(Najko Jahn)
15:20 - 15:40 Demo 
15:40 - 16:00 Discussion
16:00 - 16:30 Coffee break 
16:30 - 17:00 Exercises (and report of outcomes)
17:00 - 17:15 Summary & Close

2



DR BIRGIT SCHMIDT
PROJECT COORDINATOR

SCHOLARLY COMMUNICATION RESEARCHER

Göttingen State and University Library / Electronic Publishing 

Projects, e.g. OpenAIRE, OpenUP, FOSTER, EOSCpilot, ERC Open 
Science Study 

Committees, e.g. LIBER, Knowledge Exchange, Research Data Alliance

Member of EC Expert Group on the Future of Scholarly Publishing and
Scholarly Communiction

Education: PhD Mathematics, MA LIS

ORCID: orcid.org/0000-0001-8036-5859

Other: @bschmid1

3



Our back-grounds

• Not research assessment as such but 
management of research information

• Open Science policies and their
implementation, incl. OA monitoring, at
institutional, national, European levels

• Data analytics, e.g. in support of institutional
information management, proposal writing, 
benchmarking
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RESEARCH ASSESSMENT REVISITED
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Source: Polyp cartoons, http://www.polyp.org.uk/cartoons/consumerism/polyp_cartoon_Rat_Race.jpg
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https://www.researchtrends.com/issue23-may-2011/research-assessment-101-an-introduction/
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Targets & methods

„evaluation of research quality“ 
>> typically through peer review

„measurement of research inputs and outputs“ 
>> quantitative measures, comparison with
benchmarks

„measurement of impacts“ 
>> what type of impact is of interest – scholarly, 
societal/cultural, technological, economic
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Aspects of the assessment process

• What is the unit of the assessment? 
A country, an institution, a research group, an individual, or a 
research field or an international network? In which discipline(s) is
it active?  

• Which dimension of the research process must be assessed? 
Scientific-scholarly impact? Social benefit? Multi-disciplinarity? 
Participation in international networks?  

• What are the purpose and the objectives of the assessment? 
Allocate funding? Improve performance? Increase regional 
engagement? Which “meta assumptions” can be made on the state
of the units of assessment?

Source: Moed & Halevi, 2015
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Examples of research assessment

• Allocation of funding based on research
performance during a previous period

• Benchmarking of institutions against as group of
(competing) institutions, by
region/country/discipline etc. 

• Information system to inform students about
quality of research at institutions

• Self-assessment to identify areas which would
benefit from a revised strategy

• ... and many more
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RA Approaches I: University rankings
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Some observations about
university rankings

• Cannot be ignored (both at national/
regional/international levels) – as it
might have effects on funding, rate 
of international staff and students, etc. 

• Regularly leads to good and bad news (up
in one, down in another, etc.)

• The group of winners (top10+) is relatively
fixed across all major rankings

• Strong differences in design, weighting of
indicators and underlying data (a lot is a 
black box)
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RA approaches II: Scholarly impact through
the lense of bibliometric indicators

Performance measures based on publication output and
citations, derived from bibliographic databases & related
products, e.g. InCites/Clarivate

Pros
• High-quality data and analytical functionalities
Cons 
• Access fees
• Dependency on what the product offers, analysis not fully reproducible
• Many „unknowns“: exact scope of data collection, black box 

indicators/metrics, ... 
• Biases baked into the product (language, disciplines, regional, gender, 

etc.)
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Why not use the Journal Impact Factor for rankings of
publications? (e.g. Nature Chemistry, JIF 2014)
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A simple proposal for the publication of journal citation distributions
Vincent Lariviere, Veronique Kiermer, Catriona J MacCallum, Marcia McNutt, Mark Patterson, 
Bernd Pulverer, Sowmya Swaminathan, Stuart Taylor, Stephen Curry
bioRxiv 062109; doi: https://doi.org/10.1101/062109



San Francisco Declaration on Research 
Assessment (2012)

16



17



Leiden Manifesto (2015) – Ten Principles
1) Quantitative evaluation should support qualitative, expert assessment. 

2) Measure performance against the research missions of the institution, group or
researcher. 

3) Protect excellence in locally relevant research. 

4) Keep data collection and analytical processes open, transparent and simple. 

5) Allow those evaluated to verify data and analysis.

6) Account for variation by field in publication and citation practices. 

7) Base assessment of individual researchers on a qualitative judgement of their
portfolio. 

8) Avoid misplaced concreteness and
false precision.

9) Recognize the systemic effects of
assessment and indicators.

10) Scrutinize indicators regularly and
update them.
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#1 Quantitative evaluation should support

qualitative, expert assessment.

„The sole reliance on citation data provides at
best an incomplete and often shallow
understanding of research—an understanding
that is valid only when reinforced by other
judgements. 
Numbers are not inherently superior to sound
judgments.“

Source:  Citation Statistics, A Report of the International Mathematical Union in cooperation with
the International Council of Industrial and Applied Mathematics and the Institute of
Mathematical statistics, R. Adler, J. Ewing and P. Taylor, Statistical Science (2009), 1-14. Available
at
http://arxiv.org/pdf/0910.3529.pdf?origin=publication_detail
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#6 Account for variation by field in 
publication and citation practices. 

Journal rankings: very many high-qual international 
journals, loyalty to particular editors or
geographical areas, response to earlier published
paper

Citation indices: small community of researchers, 
very long half-life of papers, long gap between
submission and publication, citation data better
covered in subject-specific databases
Source: London Mathematical Society, Input for call for evidence, June 
2014https://www.lms.ac.uk/sites/lms.ac.uk/files/HEFCEresponseMetrics.pdf
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The Metrics Tide (2015)

Report on the role of metrics in research
assessment and management
Some conclusions
• Proposal of the notion of responsible metrics: 

robustness, humility, transparency, diversity, reflexivity
• Recommendations on the application of quantitative indicators, 

e.g. 
– awareness of limitations, 
– explicit criteria, 
– greater transparency and interoperability of data providers, data

infrastructures and measurement systems,
– reduced emphasis on the JIF as a promotional tool on publisher

websites, 
– specific recommendations related to the REF (Research Excellence 

Framework, UK), etc. 
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New generation metrics: 
strength & weaknesses
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Review of metrics and their potentials in the context of the
EU Open Science policies
Altmetrics: online events which can be recorded and thus be
measured (e.g. downloads, likes, tweets, comments)



Recommendations from the report

#1 EC should provide clear guidance for the responsible use
of metrics in support of Open Science
#2, #3 Encourage the development of new indicators & 
assess suitability of existing ones, to measure and support 
the development of OS
#4 The adoption of OS should be recognized and rewarded 
through the European research system
#5 Highlight how inappropriate use of metrics can impete
progress towards OS
#6 Complement metrics based on private platforms by open 
metricsadequate research infrastructures for OS
#7-9 Provide
#10-12 Embed OS in society, suggestions for further work
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RA Approaches III: Research Excellence 
Framework UK
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1) It costs too much
2) It is not peer review anyway
3) It undermines collegiality
4) It discourages innovation
5) It is redundant

5) It is redundant
11 British universities made the top 100 in the 2013-14 Times Higher Education World University 
Rankings, which don’t use RAE/REF data and rely heavily on the citation metrics that Hefce rejected 
for the REF. Eight of these universities were in the top 10 in RAE and the other three in the top 20. 
Other rankings give similar correlations. Almost 85% of Hefce’s quality-related funding in 2013 went to 
Russell Group and former 1994 Group universities and nobody expects the outcomes of REF to 
significantly change this.
In short, not only is the REF an expensive, cumbersome and divisive procedure that is much more 
likely to inhibit innovative research than foster research excellence, but it mostly tells us what we 
already know. It is time it was replaced by something whose costs are more proportionate to its 
benefits both for the universities and the taxpayer.



Do metrics match peer review? (Harzing, 2017)

Data from REF2014 vs. citations data from Microsoft Academic (retrieved in July 2017) for articles published 2008-2013

Some issues
• identifying affiliations (e.g. too few matched with Queens Belfast, too many with Open University)
• citation practices differ by discipline: 

– huge consortia with many citations, e.g. in particle physics and gene technology
– few authors and lower citation rates in the Social Sciences and Humanities (with some exceptions, e.g. London 

Business School, London School of Economics)

orange: heavy concentration in the Life Sciences; purple: strong presence in SSH; red: issues with affiliation matching
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How about peer review?

The main formal quality assurance mechanism. 

However, traditional peer review is also subject to various criticisms (Ross-
Hellauer, 2017):
• Unreliability and inconsistency: weak levels of agreement, inability to

prevent error and fraud, etc.
• Delay and expense: delay from submission to publication, resubmission

often means new review process, etc. 
• Lack of accountability and risks of subversion: the „black box“ nature of

traditional peer review gives a lot of power with the reviewers
• Social and publication bias
• Lack of incentives
• Wastefulness

>> Open peer review can address many of these weaknesses
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Conclusions: How to make research
assessments more reliable

• Clear definition of procedures (aims, who, what, when) 
• Well-defined workflows for the collection and analysis of

data
• Careful choice of indicators (what to measure, what

strength, wheat weaknesses)
• Involvement of all units under assessment for fact-checking
• Use of open data wherever possible
• Reproducible data analysis
• Transparent communication of observations and

recommendations (allow feedback and corrections)
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Rewards and/or marketing gimmick
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Discussion

• Your questions & comments? 

• What are your good/bad experiences with
research assessments? For what purposes?

• What methods have you applied? What are
your recommendations?

29



Measuring impact
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