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FROM THE  EDITOR

Dear Reader,
The Journal of Economics and Management Research is under new management 

with a new General Editor and Editorial Board. 
This is a double issue to catch up the missing year, but we hope that beginning 

from next year we will be able to publish at least one issue per year.
Most of the  authors are PhD students and we encourage articles both from 

established academics, as well as prospective academics.
We are looking forward to an exciting 2017 and hope for your support in making 

this Journal a leader in its field.

Best wishes

Viesturs Pauls Karnups
General Editor



POLITICAL ASPECTS OF ECONOMIC 
DEVELOPMENT IN LATVIA1

IEVA BRAUKŠA

Abstract 
This article explains political business cycle theory and political factors that 
could affect economic development. It introduces results of previous research 
for the  case of Latvia and seeks for the  explanation and insight on the  action 
appropriate to the theory and possibility to apply it for the situation in Latvia.

This article uses European values Study data, which is a  cross-national and 
longitudinal survey aimed at understanding human value system and beliefs 
all over Europe. In the  study there is an ongoing discussion on how decisions 
and actions of the politicians have influenced people’s trust and attitude towards 
them and how this can be partially explained by political business cycle theory.

Keywords: Latvia, political business cycles, public attitude, European Value 
Study, elections 

JEL code: D72, D78, E32

INTRODUCTION 

Economic development is considered as one of the  key objectives for any 
country, and several factors exist which influence it. Firstly, options to increase 
national wealth must be mentioned, which are dependent on the  current 
situation in the  country. A  lower starting point can become an obstacle for 
further development, but at the  same time there are more options to increase 
national wealth without investing enormous resources. Latvia is defined as one 
of the former post-Soviet space countries. Although each of these former Soviet 
Union countries is different, they all have something in common  – which to 
a greater or lesser extent is expressed as the Soviet legacy. It should be noted that 
society’s lack of confidence in political forces and often negative attitude towards 
politics could be one of these characteristics – the author will take a closer look at 
this hypothesis in the case of Latvia, involving slightly also data about the other 
Baltic States.

Also recent results regarding the  dissolution of the  10th parliament which 
took place on 23 July 2011 indicate people’s frustration with the  politicians. 
94.3% voted in favour of dissolving the  parliament (data by The  Central 

1	 This work has been supported by the European Social Fund within the project “Support for Doctoral 
Studies at University of Latvia”.
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Election Commission of Latvia). Further in the  work political factors affecting 
the  economic development will be discussed, as well as European Values data 
analysed (European Values Study, 3rd and 4th survey data phase). It will be done to 
get an overall impression of people’s attitude towards policy makers, which could 
partially explain the current social and economic development problems. The data 
of this research provides a  specific insight and allows better understanding of 
issues of people’s attitude and will be used to evaluate the possible reasons behind 
the cyclical behaviour in the budgets of municipalities found in previous research.

The  aim of this article is to summarise information regarding political 
business cycles and channels of political influence transmission to economic 
development, particularly analysing changes in voter trust in politicians over 
different time periods. In this research a literature review and analysis, as well as 
statistical analysis of European Value study data was used to discuss the electoral 
cycles and political factor influence on the real economy. 

PREVIOUS RESEARCH AND POLITICAL BUSINESS 
CYCLE THEORY

Political, economic and social developments are closely related to each 
other. When in a country there is improvement in one of these areas most often 
improvements in remaining areas can be observed. Politics influence economic 
and social development in a  number of ways, they can vary greatly. Some of 
the most important ways which need to be distinguished are as follows:

1)	 Development of organised justice system’s structure;
2)	 Allocation of resources to various activities and areas; and
3)	 Setting targets for economic and social development.
As political decisions can affect not only laws and regulations, but also allocate 

funds for various purposes, therefore political aspects play an important role in 
social and economic development. Nevertheless several authors (Rose, 2006) 
believe that fiscal rules can limit politicians’ options to make decisions that are 
favourable to them. In 2011 in Latvia general government expenditure accounted 
for 39.1% of GDP (Report on the Economic Development of Latvia 2011). This 
means that even during the  economic recession public spending still played an 
important role even when it was reduced.

According to Inglehart’s Modernisation and Post-modernisation approach 
(Inglehart, 1997), economic development, changes in culture and politics are 
closely related and to some extent predictable. Therefore the question arises – if 
politics plays such a  major role in social and economic development, isn’t it so 
that just a  few people from the elite are resolving issues important to the whole 
society? Discussion on the elite issue theory was pioneered by such authors as G. 
Tosca, V. Pareto and R. Michel at the end of 19th and in the early 20th century. Of 
course, in case of democracies one can say that the elite represent the whole nation, 
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and therefore through the  ballot box all voters can decide which political force 
they wish to see at the  forefront of the  country. Some evidence to substantiate 
political influence on economic development in different European countries 
has already been presented in other researches (Sapir et al., 2002; Sanders et al. 
2011). And these effects are more pronounced in new democracies (Brender et al., 
2005), but older EU countries are more inclined towards stabilisation policy 
(Andrikopoulos et al., 2004).

The  theory of political business cycles points out that the  elections can be 
seen as a factor which influences economic development. The basis for this theory 
is an observation that before elections the  politicians are trying to make such 
decisions that will get popular among voters (Hibbs, 1977). The objective of these 
decisions is to increase the popularity of politicians, as well as to get a chance of 
being re-elected thus ensuring the opportunity to work and influence decisions 
for the  benefit of the  party or lobby group which one represents. Less popular 
decisions can be made after the elections which probably are necessary only due 
to the expansive fiscal policy that existed before the elections.

According to political business cycle theory, voters are more interested in 
decisions which are made shortly before the  elections (Hibbs, 1977; Nordhaus, 
1975; Truffle, (1978); Alesina & Sachs, 1988), but they may forget about older 
political activities as over time they may be seen as less important. Thereby one can 
assume that voters have a “short memory” and it can be supported by the thought 
that recent events are more discussed in media or among people during a cup of 
coffee. If politicians are brave enough to make unpopular decisions shortly before 
elections then they most likely will lose potential voters. Another opportunity 
would be distribution of resources among different regions depending on how 
many voters live there (Biswas & Marjit 2008). In parallel with these objective 
factors exist which could cause this cycle. For example, if the politician is elected 
for a term of four years he could wish to implement certain things and therefore 
try to finish them during his term.

If unpopular decisions are made in a  relatively longer time prior to 
the  elections there is a  chance that rumours and debate on this topic might 
already have stopped, thus not lowering a politician’s chances to get the necessary 
votes in the next elections (Rogoff, 1990).

So before the  elections politicians could increase spending in those areas 
which could increase their popularity (e.g. social benefits, medicine, and 
education). Less popular decisions, such as increasing taxes or budget cuts to 
different sectors, are made only after the elections. Therefore it can be mentioned 
that before the  elections government expenditure increases, thereby increasing 
overall demand and GDP. The  pre-election period has a  positive impact on 
economic growth, although this increase is probably more rapid than in the case 
of optimal economic growth. It may have possible side effects such as increased 
inflation or decreased unemployment level.
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Additional expenditure before the elections can, in fact, be one of the reasons 
why it must be decreased after the  elections, searching for additional sources 
of funding (e.g. tax increase). Consequently the  political decision related to 
fiscal or monetary politics can serve as a link between politics and economics in 
order to stabilise the current economic situation. For instance, if the economy 
is above its potential level, a restrictive policy can make it return to the optimal 
level. Of  course, the  simplified theory does not address the  other aspects of 
fiscal policy-making such as influence of other countries or international 
organisations that facilitate preservation of fiscal policy or voluntary cost 
reduction during a crisis period.

The  theory of political business cycles is based on the  assumption that 
the economic development in a country is cyclic and these cycles are influenced 
by national political processes. Short-term cycles (3–5 years) could represent 
the frequency of elections being held in that country.

In this case the  elections are the  factor that affects cyclic economic 
development. Only popular decisions are being made before the  elections, 
policies which increase the  number of potential voters are pursued. There are 
changes possible both in the  legislation and the  budget structure which in 
the  most cases are necessary for the  implementation of new regulations. As 
a consequence, the GDP may exceed the optimal level, which can be reached with 
full employment or an optimal inflation level.

Economic growth after the elections can slow down or, in some cases, become 
even more negative. But this is just a theoretical example and if in the particular 
case there are more important factors contributing, in that case short-term 
business cycles can differ from political cycles.

In this research mostly factors affecting economic growth are addressed. 
Further in the article, when The European Values Study data is analysed, the type 
of possible effects is discussed, especially in the Latvian case. And with the help 
of this data the importance of people’s attitude is attempted to be evaluated and 
the possible effects on the development of political business cycles described in 
the  theory. In this research the  European Value study data is used in order to 
determine the  attitude of people towards political parties and the  government. 
This helps to understand how political decisions have influenced and changed 
the  trust in them, as well as to assess the  politicians’ options to continue their 
work and influence economic development. It will also help to understand how 
people in Latvia are affected by the ongoing political processes and how, as time 
goes, their values and attitude related to politics and politicians change.

CHARACTERISTICS OF SITUATION IN LATVIA

During the course of the last decades Latvia has experienced political, social 
and economic changes. Being a post-Soviet country, Latvia has the characteristics 
which affect people values and opinions, although attempts have been made to pay 
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attention on other aims and values. Previous research (Brauksa, 2011) indicates 
that during the years of municipality elections municipality budgetary spending 
increases, but after elections – decreases. This could indicate that in Latvia there 
are present political business cycles that influence economic development. As one 
of the main principles of this political business cycle theory is that politicians try 
to maximise the number of votes they receive during elections, an important area 
to look at is the trust in politicians and political parties. That will be done further 
in this article showing the  levels and changes of this trust to evaluate how this 
condition is met.

Latvia simultaneously had to develop new political, economic and social 
systems, and now there is an opportunity to look back at it and see the results of 
these changes. To illustrate economic development in Latvia Figure 1 is included 
showing how Gross domestic product (GDP) at current prices and consumer 
prices have changed over time. GDP grew steadily; starting to rise even faster 
after Latvia joined European Union. During economic boom period in 2007 and 
the  beginning of 2008 it reached the  peak, but consumer prices also increased 
rapidly as high internal demand was supported by crediting and high purchasing 
power. The situation changed during the economic crisis period. Strict economic 
policy and budget consolidation, as well as both internal and external demand 
decline resulted in a GDP decrease and the lowering of consumer prices. Recently 
Latvia has shown signs of a strong recovery.

Gross domestic product at current prices, 
millions of lats

Consumer price changes,  
index 2000=100

Source: Central Statistical Bureau of Latvia
Figure 1	  Macroeconomic indicators of Latvia – GDP and consumer price changes

By setting and consequently reaching the  goal to join the  European Union 
Latvia has pointed out which are the national priorities. Therefore it is interesting 
to analyse not only the  level achieved by the  state, but also important values 
provided to the  citizens. The  European Values study is valuable source of 
information; therefore its data can be used for this purpose.
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For example, there was the 10th Parliamentary elections held, and one observed 
that very soon after them several discussions were held and decisions were made 
about government spending cuts in various sectors. Also the tax increase which, 
surprisingly or not, was not what was promised before the elections. The situation 
resulted in the dissolution of the 10th parliament which took place on July 2011 
(94.3% voted in favour of dissolving the  parliament) which indicated people’s 
frustration with the politicians. 

There is an interesting situation in Latvia, since the attitude towards politicians 
at national and regional level may differ. With a little exaggeration one could say 
that regardless of who is in the  Latvian government and of what politicians or 
political groups the government consists of, the public still would not like it. There 
are negative beliefs and distrust expressed towards the government in the society; 
thereby it is very difficult for politicians to have the  support from voters. Later 
the author will take a look at statistical data related by European Values Study to 
this issue.

If one looks at peoples’ attitude and trust towards politicians at the regional 
level then the  situation is a  bit different. There have been fewer changes in 
leading parties and politicians observed in regional municipalities. Quite 
often the  elections are won by the  parties which have been represented in 
these institutions previously. It could be partially explained by the  fact that on 
the  regional government level there are rarely new and strong political groups 
formed, but it does not explain why people continue to support previous leaders. 

If the  actual results of the  activities of politicians are difficult to see at 
the  national level then in municipalities the  situation is different. People are 
informed that municipality has allocated financial resources to the  local school, 
helped to clean the local park, provided funding to repair roads or, for example, 
have supported local people with low incomes. Evaluating such work of politicians 
it can be seen that the  probability of the  same politicians being re-elected in 
the next elections increases. 

ANALYSIS OF PEOPLE’S ATTITUDE 

In order to analyse people’s attitude towards various issues related to political 
aspects of social and economic development, the author will look at the European 
Values study. This is a  longitudinal study aimed at understanding human value 
systems and beliefs all over Europe. The research provides an insight into topics 
which are related to beliefs, preferences, as well as assessment of various political, 
social and economic issues. It has been carried out at different time periods; in 
this article the analysis data from 1999 and 2008 is used. Data from this study is 
freely available to the public. This study is built on multi-stage or stratified random 
sample and for Latvia about 2008 there is a data available on 1506 respondents, 
but in 1999 – data on 1013 respondents. 
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People were interviewed about their attitude towards different values. One of 
the questions that is the most related to this research is the extent to which people 
have confidence in the parliament. In 2008 one third of the Latvian respondents 
have no confidence in the  parliament. Only 2% of respondents revealed that 
they fully trust the  parliament and 19% responded that they are confident in 
the capabilities of the parliament. Compared to 1999 confidence of the people has 
decreased. In 1999 4% of respondents had a complete confidence in the parliament, 
24% more do not trust than trust, but only 27% fully do not trust the parliament.

The  comparison period is quite long  – ten years. During those years many 
political parties were restructured, government and leading parties are different. 
One of the  most important political events of this decade undoubtedly was 
the  joining the  European Union thus setting the  key development strategy and 
direction. Already in 1999 people experienced the advantages and disadvantages 
of liberalisation policy, as well as the Russian financial crisis in 1998 which also 
has influenced the  Latvian economy as exports to this country played a  very 
important role. 2008 also marked the beginning of the global and local Latvian 
financial crisis; the confidence in government has decreased in 2008.

If one takes the  elections aspect into account in this research, it is possible 
to evaluate how long was the  time period between time of asking the  question 
and the next elections. Close to these events were the parliamentary elections in 
1998, 2002, 2006, and 2010, as well as municipal elections in 1997, 2001, 2005, 
and 2009 (although, for example, European Values Study conducted before these 
last elections, according to the  political business cycle theory, the  actions of 
politicians while preparing for the  approaching elections could have influenced 
the  attitude of voters). So when the  European Values Study was conducted in 
1999 it was a  year after the  parliament elections and two years after municipal 
elections. 2008 was a year before to the forthcoming municipal elections which 
took place later (two years after Latvia’s Saeima (parliament) elections).

Based on the development of the political business cycle theory is the fact that 
politicians make popular decisions shortly before the elections, but less popular – 
after the elections. This means that in 1999, when study is being conducted one 
year after the elections, the country is in the unpopular decision-making period. 
But also the second phase of the study is being carried out between the elections 
and its influence cannot be observed yet or people still remember some restrictions 
which politicians have made after the previous elections.

Compared with the  other Baltic States in Latvia there is the  most negative 
attitude towards the  parliament. People in Lithuania are more positive  – 24% 
fully have a  complete confidence in the  parliament or believe in its capabilities, 
but in Estonia their number is even as high as 37%.

One more question that is related to the  confidence of people in political 
system is to what extent they trust political parties. The question was formulated 
as follows: “How much confidence do you have in political parties?” In 2008 44% 
of respondents revealed that they do not trust political parties at all. This question 
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was included only in the second stage of the study therefore it is not possible to 
compare results with the previous period.

It can be concluded that there are more of those people who have no confidence 
in political parties, but have in the government. Although this confidence level is 
not high and does not even reaches 50% (which would be a  level that could be 
considered as the necessary share of voters needed for re-election of politicians). 
The  fact that people have more confidence in government than political parties 
suggests that perhaps during the  time when the  survey was carried out more 
people were satisfied with government’s activities than with the  parties. One 
possibility, of course, is that people like at least one or a  few parties, but when 
asked about confidence in them people deny this fact because there is at least one 
party in which they are not confident in.

Interesting is the  fact that according to European Value Study that in 
Lithuania and Estonia confidence in political parties is even lower (however, it 
should be taken into account that people were more positive to question about 
having confidence in government). Though these results should be taken with 
caution as other trust barometers shows quite the reverse situation in the Baltic 
States with the  lowest trust level in Latvia. According to European Value Study 
data, in Lithuania only 9% said that they have a complete confidence in political 
parties and there were fewer of those who do not trust political parties  – only 
27%. In Estonia confidence in political parties is slightly higher than in Lithuania, 
but it is still lower than in Latvia  – 12% of all people surveyed have a  full 
confidence in political parties, but 40% of respondents said that they do not have 
any confidence in them.

From the above it can be concluded that the Latvian people are not confident 
either in political parties, or their government. In order to implement the political 
business cycle theory the opportunities for politicians to get a stronger confidence 
from the people needs to be examined. 

Further research could look into the factors which influence peoples’ attitude 
towards politicians based on any decision made by the politicians depending on 
the type of decision. 

CONCLUSIONS, PROPOSALS, RECOMMENDATIONS 
The  political business cycle theory introduces a  hypothesis that politicians 

shortly before elections make popular decisions because they want to be re-
elected and continue their work. In the  research using the  results of European 
Values study in 2008 and 1999 one of the  indicators for developing of political 
business cycles was analysed – the confidence in government and political parties. 

Based on this analysis of European Values study data it can be concluded that 
comparing 2008 with 1999 the  confidence in government has declined. There 
can be several reasons for such a tendency, including the deteriorating economic 
situation. Also one of these reasons is the cyclic nature of the elections, because 
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the  survey in 1999 was carried out a  year after the  parliament elections, but 
the survey of 2008 – two years after the elections. This in relation to the political 
business cycle theory is a phase during which the government is ready to make 
more unpopular decisions and hence it can at least in part explain the  loss of 
confidence in public during this period. 

	Nevertheless, confidence in the Latvian government is stronger than overall 
confidence in political parties. Also people in other Baltic States are more 
confident in government than in political parties. From that it can be concluded 
that although political parties in these countries do not have lot of trust from 
the people the government that, of course is changing but also has more options 
to implement own ideas and reach aims, still manages to get at least a  bit more 
support from the citizens. These results do not exclude the possibility that actions 
of the politicians could be oriented towards getting more support from voters.

	Although the ideas and results discussed in the article cannot be interpreted 
unambiguously, nevertheless, at least in the  context of the  Baltic States, 
the  results suggest that the  hypothesis on possible influence of political factors 
of economic and social development cannot be fully rejected. Further research 
using information about budgetary expenditure amount and structure will be 
necessary and are planned to analyse these issues.
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MEASURING THE IMPACT OF SPATIAL 
FACTORS IN REGIONAL DEMOGRAPHIC 

DEVELOPMENT OF LATVIA

ALEKSANDRS DAHS

Abstract 
Over the  past few decades, there has been a  growing interest in research 
concerning the  spatial aspects of complex regional socio-economic and 
demographic processes. Spatial econometric analysis of these processes, 
utilising specialised methods and models, may facilitate deeper understanding 
of the spatial distribution of the indicators under study, and allows discovering 
previously unperceived dimensions of regional development problems. This 
article proposes an econometric approach to the  analysis of spatial inter-
dependencies of regional demographic indicators suggested in the  empirical 
literature. The  author describes and tests possible methodology for measuring 
spatial spillover levels of the  selected types of socio-economic factors and 
policy instruments in the context of demographic development of Latvian local 
municipalities. Relying on the results of spatial autocorrelation tests, and later, 
the  estimation of a  proposed Spatial Durbin Model, the  author makes several 
practical conclusions concerning spatial distribution of key demographic 
indicators, and inter-regional spillover levels of selected impact factors.

Keywords: Latvia, spatial econometric analysis, spatial demography, spatial 
regression models, spatial autocorrelation

JEL code: C21, J11, R12

INTRODUCTION 

The  majority of earlier sociological and demographic studies concerning 
Latvia’s regional development treat individual geographical units, such as 
parishes, local municipalities (Novadi), cities or whole statistical regions 
as independent isolated entities rather than as a  system of interconnected 
geographic units which may and do interact (e.g., through every-day commuting, 
family members residing across the border, provision of services etc.). However, 
in the international scientific literature, and particularly in studies on population 
dynamics, such spatial effects have long been theorised and applied via several 
disciplines of social sciences such as geography and regional science, including, 
but not limited to spatial diffusion theory, growth pole theory, central place 
theory, and new economic geography theory (e.g. see Chi G. & Zhu J., 2008).
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From the basic exploratory and statistical analysis of the local municipality-level 
data (SRDA, 2012), an interesting observation can be made, namely, that the actual 
returns of public investments, regional and social policy instruments, or aid 
measures, in most local municipalities, are not perfectly proportional to the inputs. 
For instance, in some territories, positive demographic effects of social policy 
spending or improvement of economic situation do not result in a  proportional 
improvement of migration flows or fertility indicators and vice versa. 

Apparently, geographical disaggregation of data may result in different (usually 
lower) results of policy instruments or positive economic stimuli. Similar finding 
has been attributed in the  literature to the  existence of spatial spillovers from 
one region into neighbouring territories. These spatial spillovers are explained as 
the result of the network effects, that is, since most basic elements of demographic 
development have network characteristics (e.g., everyday commuting, family 
members residing across the  border etc.) the  application of specific policy 
measures or improvement of socio-economic situation in one region are expected 
to positively affect demographic development in other regions. 

On the other hand, it has also been argued that a form of negative spillovers may 
also exist between territories. The argument is that stimulating policy or general 
improvement of social and economic conditions in one location can draw resources 
(e.g. population) away from other locations as “it enhances the  comparative 
advantage of that location relative to other places” (Boarnet, 1998).

The  general issue of spatial spillovers has also been widely approached 
in other areas of social and economic research. In the  literature devoted to 
economic growth, for instance, it is theorised that fast-growing countries and 
regions tend to cluster together, implying that both location and neighbourhood 
structure is important for economic growth (e.g. Moreno and Trehan, 1997). 
Usually, in economics, researchers are trying to evaluate the  degree to which 
government spending of some countries is influenced by the similar spending of 
neighbouring states (e.g. Case et al., 1993). Some other scientific papers try to test 
the Core-Periphery hypothesis and/or Growth Pole theory which both imply that 
the development of some regions may have a positive influence on nearby regions. 
Finally, in regional development studies, many spatial studies conclude that 
regional convergence capabilities are highly related to spatial factors in the given 
territory (e.g. Vaya et al., 2004).

With that in mind, this study aims to analyse the  spatial inter-dependency 
aspects of several key demographic indicators of Latvia’s local municipalities 
covered by the most recent population census of 2011, while attempting to identify 
the  associated socio-economic factors and estimate their impact. By the  later 
comparison of the  results of the  traditional analysis methods with the  results 
derived from the  corresponding spatially adjusted models, the  author attempts 
to measure the levels of spatial spillover of the particular types of socio-economic 
factors, distinguishing those having the direct local application, and those, which 
may later demonstrate a spatial dispersal effect.
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RESEARCH RESULTS AND DISCUSSION

First, before going any further with the econometric analysis, it is necessary 
to identify the available demographic and socio-economic indicators of Latvian 
municipalities, selecting the  most relevant data for further analysis in light of 
the current demographic problems.

Specialised literature, as well as policy documents (e.g. see Zvidrins, 2012 
and Eglite, 2008) point out that the  key problems of current demographic 
development in Latvia are:

−	 emigration (both long and short-term);
−	 low birth rates; and
−	 population ageing.
Furthermore, a closer review of the available statistical data and recent reports 

(SRDA, 2012) shows that the abovementioned issues are particularly critical in 
the rural areas and/or borderland local municipalities. 

With this in mind, in this study, the author primarily focuses on the available 
migration (domestic and foreign), fertility and population age structure 
indicators, which are obtained from the  most recent (2011) population and 
housing census results, as well as publications and reports developed by State 
Regional Development Agency and Office of Citizenship and Migration Affairs. 
On the  other hand, the  ethnic composition, marital status, net average wages 
of population, municipal spending on social support per capita, unemployment 
rates, and other social and economic indicators have been selected to play the role 
of explanatory variables.

Regrettably, there is a  limited amount of data generally available for 
the  municipal level, which significantly limits the  available choice of indicators 
and factors for the  study. Significant problems are posed by the  short-term 
unregistered migration and fertility measures. The  first one is addressed by 
comparing the  population data of the  2011 census (CP) with the  number of 
registered population in the municipality (RP). The resulting ratio of the missing 
registered population (MRP) may be accepted as a  crude estimation of 
the number of short and mid-term migrants currently located in various regions 
or other countries.

 
 

(1)

As regards fertility, the  issue is solved by calculating an estimated general 
fertility rates from the  available population data and information on live births 
provided by the  Central Statistics Bureau of Latvia. The  ratio of live new-
borns (data for 2012) per woman in the  15–49 age group (data for 2011) in 
each municipality is multiplied by 1000, thus producing a  sufficiently effective 
indicator for the general fertility rate (GFR).
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Other indicators under study, e.g. the share of population below working age 
(0-14 years) or registered net migration are either obtained from the  available 
datasets or recalculated to make them comparable between municipalities (i.e. 
share of total, share per capita etc.).

Limitations of classical regression models for policy impact assessment
A  conventional approach to examine the  impact of the  particular policy 

instrument or socio-economic factor is to estimate a simple econometric model, 
such as the one shown below:

 (2)

where vector Y denotes an indicator under study, vector X stands for 
the instrument/investment/factor being assessed and matrix Z – for other factors 
and characteristics instrumental in explaining the variance of Y. The significance 
of estimated coefficient β is then assumed to be the  impact of the  factor under 
study. 

This approach can be easily exposed to criticism from both logical and spatial 
perspective for not considering the  effect arising from the  interactions with 
the neighbouring territorial units and the spillover effects of the factor X from/to 
them. Even the spatial distribution of the indicator Y itself is capable of creating 
additional positive or negative effect through agglomeration of resources as well 
the unexpected externalities caused by other forms of interaction (Parr, 2002). 

Figure 1 below has been developed in order to illustrate the shortcomings of 
a classical regression model in the context of measuring effects of some particular 
factor/investment in the real-world regions. 

Source: author’s elaboration 
Figure 1	  Schematic representation of the spatial spillover effects of public investment 	

	 between regions 
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Figure 1 shows some form of public investments (vector X) into three 
regions, where Region one is getting the  biggest share, Region 2  – the  smallest 
and Region 3 – medium amount. First of all, a classical model (2) would ignore 
the  neighbourhood structure of the  regions, as well as geographical/economic 
distances between them. The  proximity of the  units under study should be 
captured in a  model as these are not fully-independent and isolated territories, 
but rather just parts of a single social and economic system or network. 

Second, the classical regression approach only estimates the direct impact of 
the investment (1st column of Figure 1), ignoring the effects of later interactions 
(dashed lines). For example, on the  first level (2nd column), the  received 
investment itself will have some rate of dispersion into the neighbouring regions 
through every-day economic interactions like wages, procurements etc. and, 
therefore, besides the  local impact parameter (β) should have some associated 
spatial dependency parameter (pinv) often also denoted as theta (θ). On the second 
level (3rd column), the returns from the local investment and its spatial spillovers, 
as well as other production factors will not necessarily remain only in their 
respective regions, but rather tend to agglomerate around the strongest region, as 
suggested by contemporary theories of economic development like the  Growth 
Pole theory or the New Economic Geography theory. 

This secondary spillover (commonly known in literature as the  spatial 
lag (Ward M. D. & Gleditsch K. S., 2008)) can be captured as the  regression 
parameter (ρ) of the spatially weighted mean of the same endogenous parameter 
in the  surrounding regions (ρWY), and, if needed  – of all other factors (ρWZ). 
In both cases, W denotes a  spatial weights matrix capturing the  geographical  / 
geometrical / economical neighbourhood structures of the units under study. 

In other terms, in the  abovementioned example, each of the  three regions 
receives a noticeable positive or negative additional effect on the indicator under 
study through the  spatial interactions with other two regions. The  resulting 
improvement of the local indicator Yi in the particular region has the further effects 
on the  returns of the  investments X in the  other two. Ignoring such secondary 
effects, classical methods, obviously, omit an important impact determinant.

Exploratory analysis – testing key indicators for spatial 
autocorrelation

Before proceeding with the modelling of spatial spillovers, it is both necessary 
and useful to conduct a simple, but effective exploratory analysis of the available 
regional data using the  global and local spatial autocorrelation testing tools, 
which will allow to either accept of discard the  hypothesis that municipalities 
with similar indicator values are more spatially clustered than would normally be 
expected. 
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Here, the  analogy may be drawn with the  temporal autocorrelation in 
the  time-series analysis. Similar previous studies suggest that typically, when 
most social and/or demographic phenomena are mapped, locational proximity 
usually results in some level of value similarity. High values tend to be located 
near other high values, while low values tend to be located near other low values, 
thus exhibiting positive spatial autocorrelation (e.g. see Voss P. R., et al., 2006).

The  most commonly used statistical test for estimating the  levels of global 
spatial autocorrelation is the Moran’s I test.

The Global Moran’s I test in its generalised form can be defined as follows:

 (3)

where n is the  number of observations (in this case, n=119 municipalities and 
cities) indexed in the  matrix notations by rows i and columns j, while x stands 
for any variable of interest (with mean μ), and wij is a corresponding element of 
a matrix of spatial weights W. S is a scaling constant produced by the sum of all 
weights:

 (4)

For testing the hypothesis on present spatial autocorrelation of the particular 
indicator, the  test statistic is compared with its theoretical (expected) mean, 
which would appear under conditions of fully random spatial pattern of values. 

	In order to capture the  general spatial relations of the  observed territorial 
units, a simple square (n = 119) spatial weights matrix (W) capturing the spatial 
structure was created, containing the  inverse values of geometric distances 
between the  geographical coordinates of the  centres of the  119 Latvia’s local 
municipalities and Republican cities. Similar matrices representing other forms 
of geographical or economic distances (e.g. driving times or flows of trade 
intensity etc.), or the  connectivity matrixes representing the  neighbourhood 
structure of the  units with common borders may also be created in order to 
better represent the  relations between territories under study (Matthews S. A., 
Parker D. M., 2013). 

Using the available spatial weights matrix, it is now possible to perform a series 
of Global Moran’s I spatial autocorrelation tests for any of the observed indicators. 
For the purpose of this study, this test is applied to several demographic indicators 
of Latvian municipalities described in the previous sections (see Table 1 below). 



	 Aleksandrs Dahs	 21

Table 1	 Results of the Global Moran’s I test for selected demographic indicators of 	
	 Latvian municipalities in 2011

Variable I statistic Expectation

Missing registered population (MRP_2011) 0.26194

 } -0.00847

Share of economically active population (15-64)  
(empl_active_pop_2011)

0.22045

Share of females in reproductive age  
(pop_2011_fem_15-49)

0.20557

Share of population below working age  
(pop_2011_0-14)

0.19703

General fertility rate (GFR_2011) 0.06890

Registered net migration as % of population  
(migration_2011_total_reg)

-0.01136

Source: author’s calculations based on the Central Statistics Bureau data

From the test results it is possible to see that the Moran’s I values are positive 
for all of the observed indicators except the registered net migration. Significance 
of the values however is a different issue. It is obvious that Moran’s I values are 
significant for the  first four indicators: missing registered population, share of 
population below working age, share of females in reproductive age and share of 
economically active population. While the  General fertility rate and registered 
net migration both show very insignificant differences from the expected mean. 

This suggests that the  last two indicators can be analysed using classical 
models, with no risk of missing the spatial spillover component. From the practical 
point of view, this also means that the uneven distribution of natural population 
increase in the  entire country, so often mentioned in the  literature and official 
publications (SRDA 2013), is not caused by spatial variance in the fertility rates, 
but rather by the significant difference in the current female population structure 
in the regions (i.e. share of females in their reproductive age). Parallel conclusion 
may be drawn for the migration numbers, where registered migration shows zero 
spatial autocorrelation, while the unregistered migration (in our case – share of 
missing registered population) shows an evident spatial clustering. 

	When looking for the more precise and less generalised spatial autocorrelation 
analysis tools, the  local Moran’s I testing, and particularly  – Moran Plots are 
the  first things that come to mind. Luc Anselin (1999) explains, that Moran’s I 
statistic for spatial autocorrelation can be defined as a  regression coefficient in 
a bivariate spatial lag scatter plot. That is – in a scatter plot with the spatial lag on 
the vertical axis and the value at each location on the horizontal axis. In this case 
Global Moran’s I calculated value corresponds to the slope of the regression line 
through the points. The further evaluation of these local associations is done by 
the decomposition of scatter area into four quadrants, each representing different 
type of spatial association. 
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With the  help of Moran Scatterplots that show the  individual Moran’s I 
values for each municipality included in the  global Moran’s I test, it is possible 
to continue spatial analysis in search of local spatial dependencies and anomalies 
(Anselin L., 1995). Figure 2 below combines Moran Scatterplots for four of 
the  previously mentioned indicators, which have shown a  significant positive 
spatial autocorrelation, highlighting outlying observations, hot/cold spots and 
trend-setters in the local spatial structure. 

Source: author’s elaboration based on the Central Statistics Bureau data
Figure 2	  Moran’s scatter plots of the selected indicators in Latvian municipalities 

Local Moran’s I evaluation for these indicators reveal, that for two of them 
(Share of missing registered population and Share of population below working 
age  – Plots 1 and 4) spatial autocorrelation pattern is not as strong as expected 
from the  global test results. In both these cases the  slope of the  trend line 
(global Moran’s I) is mostly defined by the  uncharacteristic values shown by 
the municipalities located in the direct area of influence of the Riga city (dashed 
circles), while all other observations are distributed quite randomly through all 
four quadrants of the  plot. It is needed to note, that the  Moran Scatterplot for 
the Share of missing registered population appears inversed (negative trend slope) 
due to the  nature of the  indicator (i.e. less missing population  – better result).

The other two indicators (Share of economically active inhabitants and Share 
of females in reproductive age – plots 2 and 3 respectively), demonstrate a classic 
case of agglomerative spatial structure (see Krisjane, 2005) with extremely high 
values tending closer to each other (and generally concentrate around Riga) 
and extremely low values being pushed to periphery. All other observations are 
distributed more or less gradually along the  trend lines. The  similarity of these 
two indicators is not surprising as they both are partially dependant on the overall 
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population age structure. Two interesting irregular points with high indicator 
values and extremely low spatial dependency can be found in Plot 2 (solid circle). 
These represent the  cities of Ventspils and Liepāja, which unlike Riga city; 
apparently have very little spatial population spillover effect on the surrounding 
municipality. In other terms, unlike in case of Riga, active population of these 
coastal cities prefer to settle within the  city limits and do not tend to reside in 
the suburban areas at all.

To conclude the findings so far, the global tests indicate spatial autocorrelation 
of the  parameters associated with the  population age structure and economic 
activity, while such indicators as Long Term Registered Migration and General 
Fertility Rate appear to be distributed evenly throughout the country. Local tests 
show that the spatial clustering of indicators representing the share of population 
below working age and short-term emigration is not as common in the  whole 
country as first expected, and is largely caused by the socio-economic impact of 
the Riga city. Some hot and cold spots were found for all indicators with significant 
spatial autocorrelation. The  municipalities in comparatively worse situation are 
mostly located on the  periphery  – close to the  borderland, as expected, while 
high values tend to concentrate within close proximity to Riga. Surprisingly, 
other big and economically developed cities have shown little to none spatial 
autocorrelation of some key indicators with their neighbouring municipalities. 
All this suggests the  possibility that different forms of socio-economic factors, 
policy instruments and/or aid measures in Latvian municipalities may indeed 
have different tendencies towards spatial spillover. 

Capturing spatial spillovers
The  spatially adjusted empirical model may be constructed on the  basis of 

the  classical model in combination with the  framework of spatial econometrics 
concepts as discussed in the previous sections. In addition, for the construction 
of the  model it is useful to review the  available studies applying the  spatial 
econometric models for the analysis of social or economic processes. Considering 
the multi-level structure of the expected spatial interactions (Figure 1), the Spatial 
Durbin Model (SDM) has been chosen. Good examples of the  potential 
applications for such type of spatial models may be found in various fields of study, 
for example, Tran and Pham (2013) use the SDM method to estimate the spatial 
spillovers of foreign direct investment, while Autant-Bernard and LeSage (2009) 
discuss the potential spatial knowledge spillover model from a non-spatial model, 
arriving at a  conclusion that SDM is the  most relevant model for examining 
spatial spillovers. 

In general, SDM incorporates the  properties of both the  Spatial Lag and 
Spatial Error Models (SLM and SEM), which are widely discussed in literature 
(Ward M. D., Gleditsch K. S., 2008), and therefore, captures the  spatial lag 
parameter of the  dependent and independent variables alike on the  right hand 
side of the equation. 
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The simple linear SDM model elaborated from the classical model (2) can be 
described as follows:

Y = ρWY + βX + θWX + ε (5)
where Y is the  vector denoting the  indicator under study in the  regions, W is 
weighting matrix (discussed above), and ρ is a  spatial lag parameter capturing 
the  secondary spillover of the  outcome variable (Y) from/to the  neighbouring 
regions. Further, X is a matrix of explanatory variables, β stands for a regression 
parameter measuring primary effects of the  explanatory variables within 
the target region, and ε stands for error. 

These are all the  standard notations found in a  basic SLM model. The  θ 
component, however, is introduced in the SDM in order to expand the equation 
and accommodate the spatially lagged explanatory variables. It is the spatial lag 
parameter describing the  effect of the  explanatory variables of the  surrounding 
regions on the indicator in the observed region (e.g. primary spillover). 

Table 2 below shows examples of the  SDM modelling results for such 
indicators as share of economically active inhabitants (empl_active_ pop_2011), 
share of population below working age (pop_2011_0-15) and GFR in 2011. For 
the  purpose of this study, socio-economic factors like ethnic composition of 
population (share of ethnic Latvians per other nationalities), rate of registered 
marriages per total number of families, unemployment levels, average net wages, 
as well as municipal budgetary spending on social protection per capita are used 
as the explanatory variables. In addition, in order to demonstrate the advantages 
of the spatial modelling approach, results produced by the classical linear model 
(LM) for the same variables are shown in the table and compared with the SDM 
outputs using the Logarithmic Likelihood values as suggested in literature (e.g. 
Ward M. D., Gleditsch K. S., 2008).

The results presented in the table above only confirm the previous assumption 
on the  random distribution and equally low levels of the  GFR throughout 
the  entire territory of Latvia: the  SDM did not show any significant impact 
factors for this indicator, while the  linear model only marginally highlighted 
the municipal social protection expenditure. 

For the  share of active population, the  SDM model has highlighted average 
net wages (both local and spatially lagged from the  neighbouring regions) 
as the  key explanatory variable, while spatially lagged unemployment has 
demonstrated a  small, but a  rather significant inverse spatial spillover effect. 
This can be explained by the fact that unemployment in neighbouring regions is 
driving economically active population towards the local development centres or 
simply the regions where there are more available jobs. The ethnic composition 
in this case should not be taken into account as it is just a  representation of 
the differences in the age structure of the ethnic groups.

As regards the most important hypothesis on the spillover effects, comparing 
the  impact of the  net wages variable estimated by the  SDM and LM models, 
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Table 2 	 Example of the SDM and classical Linear Model fitting results for  
	 the selected indicators of Latvian municipalities in 2011

Spatial Durbin Model (SDM) Linear Model (LM)

Parameter
empl_ 
active_ 

pop_2011

pop 
_2011
_0-15

GFR 
_2011

empl_
active_

pop_2011

pop 
_2011
_0-15

GFR 
_2011

Rho (ρ) -0.00486 -0.00890 -0.01303 - - -
Intercept 0.39405 0.13328 29.88052 ` 0.44290 0.10520 31.13836
Spat. lagged 
intercept -0.01431 0.00156 1.85715 - - -

Share of Latvians 
(β1) -0.06866** 0.01486 2.99226 -0.07065** 0.00621 5.21212

Spat. lagged share 
of Latvians (θ1) 0.00574** -0.00110 -0.11982 - - -

Rate of registered 
marriages (β2) 0.07072 0.01798 10.23354 0.01510 0.04753 3.24496

Spat. lagged share 
of registered 
marriages (θ2)

0.00585 -0.00063 -2.02353 - - -

Unemployment 
(β3) -0.11229 -0.05141 -1.83002 -0.18350* -0.08762** -26.55611

Spat. lagged 
unemployment 
(θ3)

0.01532* -0.00248 -0.96088 - - -

Net wages (β4) 0.00025*** 0.00006 ` 0.02139 0.00039*** 0.00012*** 0.03432
Spat. lagged net 
wages (θ4) 0.00002*** 0.00001 ` 0.00101 - - -

Social prot. (β5) -0.00011 ` 0.00004* -0.02037 -0.00011 -0.00006* -0.01626*
Spat. lagged social 
prot. (θ5) -0.00000 0.00000 -0.00284 - - -

Logarithmic 
likelihood 264.9 355.9 -395.4 249.9 345.4 -400.4

Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘`’ 0.1 ‘ ’ 1
Source: author’s calculations based on the Central Statistics Bureau data
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one may observe that the  β4 = 0.00039 is actually spatially decomposed into 
a local effect of β4 = 0.00025 and the average spillover effect of the neighbouring 
municipalities of θ4 = 0.00002. 

For the population below working age, the results are similar to the average 
net wages of parents having the decisive effect on the indicator. Spatial spillover 
of the net wages is also present, which is not surprising, especially when analysing 
these results in the cross-section with the data on population employed outside 
of their respective municipalities. Social protection expenditure, as expected, 
shows zero spatial spillovers, as most social support measures are provided only 
to the  population registered in the  particular municipality, thereby preventing 
the network effects. 

	The difference in the log-likelihood values of the model pairs is proportional 
to the  previously determined levels of spatial autocorrelation of the  indicators 
under study; however, it may not be considered particularly significant in all 
three cases, as it is small enough to be caused by a  difference in the  number of 
the degrees of freedom for each given pair of models. This, in turn, means, that 
in the given cases, SDM models do not necessarily provide a better model fit, but 
rather should be used as means to analyse spatial spillovers of the  explanatory 
factors.

CONCLUSIONS

The spatial econometric approach can be very useful in the exploratory socio-
economic and demographic data analysis, as well as the empirical studies devoted 
to regional development and regional policy issues. With the help of the empirical 
example employing limited set of the demographic indicators and their potential 
explanatory variables, the Spatial Durbin Model has been proven as a feasible and 
reliable tool for measuring spatial spillovers of the exogenous factors in the basic 
regional demographic processes. 

Several obvious empirical conclusions may also be drawn from the results of 
the analysis.

First, a positive global spatial autocorrelation was found for all of the observed 
indicators of Latvian municipalities except the  registered net migration. 
Moran’s I values were determined as significant for such indicators as missing 
registered population, share of population below working age, share of females 
in reproductive age and share of economically active population. General fertility 
rate and registered net migration, however, have shown very little deviation 
from the  expected mean values. Therefore, the  observed uneven distribution of 
natural population increase in the entire country is not caused by spatial variance 
in the fertility rates, but rather can be attributed to the significant differences in 
the  current female population structure of the  regions (i.e. share of females in 
their reproductive age). Analogous results have been obtained for the migration 
numbers  – the  registered migration shows zero spatial autocorrelation, while 
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the  presumed unregistered migration indicator demonstrates an evident spatial 
clustering. 

Second, local spatial autocorrelation analysis, employing graphical tools, 
has indicated that for some of the  measured indicators (e.g. share of missing 
registered population) the  spatial autocorrelation pattern is not as strong as 
expected from the  global test results. In such cases the  slope of the  trend line 
(global Moran’s I) has been primarily influenced by the anomalous values shown 
by the municipalities located in the direct area of influence of the Riga city. Other 
indicators (e.g. share of economically active inhabitants) have demonstrated 
a  classic case of agglomerative spatial structure with high values tending closer 
to each other and extremely low values being located separate from each other on 
the periphery.

Third, from the modelling results, the overall influence of spatial dependences 
does not seem to be high with the exception of the economic explanatory factors 
like average net wages and unemployment levels. For example, the share of active 
population is significantly influenced by the  average net wages (both local and 
spatially lagged from the neighbouring regions). Spatially lagged unemployment 
has demonstrated a  small, but rather significant inverse spatial spillover effect, 
explained by the  fact that unemployment is driving economically active 
population to the regions with more employment opportunities. 

Finally, comparison of the  impact levels of some explanatory variables of 
the  economic nature (e.g. net wages), modelled by both SDM and LM models, 
allows to observe that the high regression parameter values (β) in the LM model 
may actually consist of both local (B) and spilled-over (θ) effects arising from 
the interactions with neighbouring municipalities.

In addition, this leads to the  conclusion that from the  methodological 
perspective, it would be highly useful to test the  spatial autocorrelation of 
the  indicators under study using several different types of the  spatial weights 
matrixes, including row-standardised neighbourhood and actual travel time 
matrixes. Such an approach would allow one to determine not only the global/
local autocorrelation levels, but also identify the  spatial factors instrumental in 
the  propagation of inter-regional spillover effects (e.g. geographical proximity 
versus economic interconnectivity etc.).
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Abstract 
This article reports the  results of the  application of conjoint analysis to derive 
the  value of client-perceived participation. The  article aims at answering 
the  following questions: how clients evaluate their participation in value 
creation processes? What dimensions of client perceived participation value are 
of the most importance for clients in different services? Does the perception is 
different in various groups of clients? A conjoint analysis is employed to assess 
the  trade-off decision between participation benefits and costs of each client 
and allow one to measure the  willingness to give up something for gaining 
something in participation situations when the  client has to make a  choice 
considering several factors at one time, but not each single factor separately. 
The  situations, representing two types of services (car repair services and 
cafe/restaurant services) were modelled. The  client’s participation in value 
creation processes was described in the  terms of its attributes: emotion (self-
feeling), social (doing good to others), time, price and quality and their levels 
(benefits and costs). Conjoint analysis showed that within the all participation 
benefits, as well as costs, quality and emotions dominate. The research revealed 
that the  client perceived participation value depends upon the  type of service 
(quality dimension dominates in car repair services while in café/restaurant 
services, emotional and quality components stand together at the  same level of 
importance). Younger clients and clients who use car repair services periodically 
give higher importance to emotional benefits and costs, people who use the service 
rarely higher rated quality dimension. 

Keywords: Lithuania, client perceived participation value, client perceived 
participation benefits and costs, conjoint analysis

JEL code: M31 Marketing

INTRODUCTION

It is commonly agreed that creating superior value for clients represents 
the  key element in ensuring an organisation’s market success (Zeithaml, 1988; 
Abu Bakar et  al., 2013). Offering better value than competitors helps to ensure 
company’s market success, long term survival create a  sustainable competitive 
advantage (Woodruff, 1997; Zeithaml, 1988; Abu Bakar et  al., 2013). Client 
perceived value (i.e. value to the  client) has become a  central concept within 
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marketing and customer behaviour research (Woodruff and Gardial, 1996; 
Zeithaml, 1988, Holbrook, 2006). Researchers emphasise that the  value is 
always individually perceived and determined by the  client (Vargo and Lusch, 
2004, 2008). The  importance of the  perceived value concept is recognised by 
the American Marketing Association, which has integrated “customer value” into 
the definition of marketing. According the widely recognised Service Dominant 
Logic (S-D logic), value is created collaboratively in interactive configurations of 
mutual client  – organisation exchanges (Vargo and Lusch, 2004, 2008, Vargo, 
Maglio and Akaka, 2008). A  client as an active participant and collaborative 
partner co-creates value with the organisation through participation in the various 
value processes. A service-dominant logic emerges as a mind-set that has a revised 
logic focused on intangible resources, the co-creation of value, and relationships. 
Following S-D logic, the  organisation cannot deliver value to the  client, but 
only offer value propositions, and the  client is always a  co-creator of value and 
therefore a client’s value-creation processes and resources affect the success of an 
organisation’s value proposition. Given this orientation, the  clients themselves 
have vital roles to play in creating service outcomes, (i.e. perform certain activities 
that transform their own end states). The client’s inputs can include information, 
effort or physical possessions.

Since the  context of value creation is not only within the  organisation’s 
control, business models for value co-creation present itself as a major challenge 
in designing and managing service systems. Marketing needs a  richer base of 
knowledge exploring how customers perceive, think about and engage in value 
processes (Woodruf and Flint, 2006). It is important to determine what customers 
want, what job they need to get done, and what barriers they face. Understanding 
client perceived participation value is of high importance, as it helps to predict 
clients’ behaviours and intentions toward the organisation in future (Arvidsson, 
2006; Cronin et  al., 2000; Oh, 2003; Parasuraman and Grewal, 2000; 
Bolton et  al., 2000). For the  value co-creation processes to be meaningful and 
manageable, organisations need to know what it is they should manage. Based 
on client data, organisations should then refine their value creation strategy to 
provide value along the dimensions of value that clients identify as important to 
them (Shanker, 2012). 

Despite the  fact that value has become the  central concept in scientific 
research, there are few studies that focus specifically on client perceived 
participation value. The majority of existing empirical research on customer value 
has been oriented toward the  assessment of how customers perceive value of 
the service or consumption experiences of goods (Babin et al., 1994, Cronin et al., 
2000; Sweeney and Soutar, 2001, Fontaine and Letaifa, 2012). The authors’ earlier 
research (Damkuviene et  al., 2012) was focused on revealing client perceived 
co-creation value dimensions found in the  scientific literature. The  authors 
adopted the  framework of tangible and intangible co-creation value perspective 
(tangible costs: money, time, space, material marketplace objects; intangible 
costs: loss of freedom, energy loss, learning efforts, negative emotions, burden of 
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responsibility; tangible benefits: economic, individualisation, control over desired 
outcomes; intangible benefits: social, psychological-emotional (Damkuviene et al., 
2012). In the aforementioned article, the authors concluded that before making 
a  decision about participating co-creation behaviour the  client is taking into 
account all of the  factors that are important to him, that is, making a  trade-off 
between perceived participation costs and perceived benefits. The  difference of 
this evaluation may be positive, resulting in customer perceived value, or negative, 
resulting in customer perceived worthlessness (Damkuviene et al., 2012). 

The  second study (see Balciunas et  al., 2013) was carried out on the  basis 
of inductive approach (when moving from specific observations to broader 
generalisations) with the aim to reveal the model of client perceived participation 
value that reflects the  dimensions of client perceived participation value. 
The model derived from the analysis of individual cases (focus group discussion). 
The  aforementioned study supported the  four-dimensional conceptualisation 
of client perceived participation value: Quality, Price, Knowledge, Emotions. 
The authors stated that a bundle of costs and benefits from these value dimensions 
are incorporated into the clients’ overall participation value judgement suggesting 
that client perceived participation value is the overall individual perception which 
comes from the unique combination of various positive and negative perceptions 
(benefits, costs) of participation experiences (Balciunas et al., 2013).

The aim of this article is to reveal the expression of dimensions of the client 
perceived participation value in services by using conjoint analysis. A  conjoint 
analysis is employed to assess the trade-off decision between participation benefits 
and costs of each client. Conjoint analysis will allow the  authors to measure 
the  willingness to give up something for gaining something in participation 
situations when the client has to make a choice considering several factors at one 
time, but not each single factor separately. 

The objectives of the article:
1.	 To assess the  relative importance of the  dimensions of client perceived 

participation value. 
2.	 To estimate if the relative importance of the dimensions of client perceived 

participation value differ in different services. 
3.	 To assess client perceived participation benefits and costs in various 

services. 
4.	 To reveal how the  perception of participation benefits and costs varies 

among the client groups with different demographic features and different 
experience of using the service. 

The  article aims at answering the  following questions: how clients evaluate 
their participation in value creation processes? What dimensions of client 
perceived participation value are of the  most importance for clients in different 
services? Does the perception is different in various groups of clients? 

The aim of the analysis lies in determining the suitable “features” of the client 
participation in value creation processes and eliciting the  preferences of clients 
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that highlight the potential of client participation management. Conjoint analysis 
in marketing is used to analyse multidimensional factors with an aim to reveal 
clients’ preferences. Conjoint analysis is the most popular individual-level value 
measurement method to determine relative impact of product or service attributes 
on preferences and other dependent variables (Heger, 1996).

Conjoint analysis is used in situations when there is a  need to measure 
the  willingness to give up something for gaining something else, and when 
the  decision maker (the client) has to choose between the  options with 
simultaneous variations of two or more attributes and this refers to several 
attributes (Green et  al., 2004). The  method is widely used in studying client 
preferences and attitudes towards objects when the effect of total preferences is 
represented by a  linear combination of evaluative beliefs. From the  application 
point of view conjoint analysis is the simulation of the customers’ evaluation and 
selection processes.

Upon implementation of the  conjoint analysis respondents were asked to 
assess the  hypothetic situations by modelling them as the  setup of experienced 
benefits and costs upon participation when the  client has to make a  choice 
considering several factors at one time. The research analyses the attributes that 
are taken into account by clients while estimating the  participation in value 
creation processes as an option of their future participation behaviour. 

The situations were modelled having in mind the highest client participation 
level when he/she indulges into the value creation activities therefore making an 
impact on overall organisation’s performance as well as competitiveness.

The situations, representing two types of services (car repair services and cafe/
restaurant services) were modelled. Car repair services represented possession 
processing (Lovelock and Yip, 1996) services when service is directed at client‘s 
physical possessions (a car), cafe/restaurant services fall into category of people 
processing services where services are directed at a client. 

Respondents were given descriptions of situations and asked which of 
the  given situations would encourage them to participate in the  value creation 
processes – to initiate the discussion or conversation with an administrator or with 
service personnel, and to make suggestions for the  overall value improvement.

The client’s participation in value creation processes was described in the terms 
of its attributes. The  authors described the  client participation as the  bundle of 
attributes: these are the characteristics which are perceived by the clients during 
the process of participation in value creation. Five different attributes or possible 
situations of client participation in value creation processes were chosen, each 
with two or three possible options (levels): emotional (self-feeling) (3 levels), social 
(doing good to others) (2 levels), time (3 levels), price (3 levels), and quality (3 levels). 
These attributes and their levels (benefits and costs) were determined according 
to the  dimensions of client perceived participation value, found in the  previous 
studies (see Damkuviene et  al., 2012; Balciunas et  al., 2013). Client perceived 
participation benefits and costs indicated levels of different representations 
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(characteristics) of each attribute. In this study, the level a priori meant a “better 
situation” (benefit), a  neutral position or a  cost. This approach corresponds 
to the  position of Heinonen (2004), Komulainen et  al. (2005) who offer to 
conceptualise the  value as the  assessment of some appropriate features, linked 
with the analysed object where some appropriate feature may get values of benefit 
as well as cost. 

The  selected participation attributes and their levels defined 162 situations 
(combinations) that presented a  fraction of all possible participation situations. 
With SPSS Conjoint by using Orthoplan the number of hypothetical situations 
was reduced to 16. Each situation was encoded in words and pictures with the aim 
of enhancing the clarity and printed in a separate card. The respondents were asked 
to sort the cards from one to sixteen selecting the most preferred combination of 
attributes (i.e., the situation that is most encouraging the participation) in the first 
place. This ranking is assumed to reveal the clients’ priorities and preferences of 
the participation situations. 

RESEARCH RESULTS AND DISCUSSION

Table 1 describes demographic characteristics of the  sample. In total, 
226 respondents participated in the study; 58% of the sample was female and 42% 
was men. The survey was conducted during May–June, 2013. 

Table 1 	 Description of the Sample

Characteristics

Car repair services (N = 117)

Type of the service Total

Cafe/restaurant 
services (N = 109)

Gender Men 51.6% 69.1% 59.2%
Women 48.4% 30.9% 40.8%

Age 18–25 57.3% 39.4% 49.5%
26–35 17.7% 18.1% 17.9%
36–45 17.7% 23.4% 20.2%
46–55 4.8% 13.8% 8.7%
Over 56 2.4% 5.3% 3.7%

Place of residence City 67.7% 78.7% 72.5%
Town 18.5% 11.7% 15.6%
Village 13.7% 9.6% 11.9%

The part-worth of the abovementioned attributes were measured and clients’ 
preferences were modelled as trade-offs among multi-attributive alternatives. 
It is assumed that the total utility of a client is a  function of part-worth utilities 
(Harrison et al., 1998). 
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To quantify the  total impact an attribute has on the  overall evaluation of 
participation, the  attribute’s relative importance was calculated by considering 
the attribute’s utility ranges. An attribute’s utility range is the difference between 
the  highest and the  lowest estimated part-worth utility of its levels. The  utility 
ranges are summed across all attributes and the perceptual contribution of each 
attribute to this sum is calculated. Attribute importance specifies the  relative 
importance of the  attribute in client decision-making (in this study, client 
perceived participation value as the  basis for willingness to participate in 
future value creation processes). The  relative importance of attributes of client 
participation in value creation processes are provided in the table 2.

Table 2 	 Relative importance of the attributes of client participation in value creation 	
		  processes

Participation attributes

Total

relative attribute 
importance

Car repair services Cafe/restaurant 
services

Emotion 23.8 21.2 27.2
Social 8.1 7.1 9.4
Price 17.9 16.7 19.6
Time 19.0 19.6 18.2
Quality 31.2 35.4 25.6
Model fit values
Pearson’s R 0.99* 0.99* 0.99*
Kendall’s tau 0.92* 0.92* 0.92*

*p < 0,001

The  model had a  good fit based on the  correlation coefficients and p value 
(p  <  0,001). The  statistics  – Pearson’s R (0.99) and Kendall’s tau (0.92) that 
depicts the  correlation concerning the  observed and estimated preferences are 
deemed statistically significant.

The highest value, if compared to other attributes, was indicated in the quality 
component (31.2%), the  lowest  – the  social component of participation value 
(8.1%). The  research revealed relatively high importance of the  emotional 
component of participation value (23.8%), almost 6 percent points more if 
compared to the price component. 

The  attribute preferences differ in the  analysed service types. The  most 
preferred attributes of participation in value creation processes for the clients of 
car repair services are quality (35%) and emotions (21%). Price and time attributes 
are in third place in the  clients’ priorities, and differences of their estimations 
are not statistically significant. When comparing preferences of attributes of 
participation in car repair and café/restaurant services, a  reverse situation is 
observed: price is more important than time for clients of café/restaurant services. 
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In the case of car repair services, time factor is slightly more important than price. 
Emotions and quality have a  similar importance for the  clients of both services. 

Within the  attributes, the  part-worth utilities of each attribute were also 
investigated. When assessing the utility of every level of every attribute the effects-
coded model was applied, meaning that utilities have an average value of zero for 
each attribute. Because the zero point is the average, it can be claimed that any 
level above the zero line is preferred over the average, while those below the line 
are less preferred. 

Table 3 presents the  relative importance of each level of each attribute 
detailing differences between the  perceived participation benefits and costs in 
services of different type. 

Table 3 	 Client preferences for participation benefits and costs according to  
	 the service type (participation attribute levels), scale of intervals

Attribute

 

Level
Car repair 

services

Car / 
restaurant 

services ANOVA test

Utility
Std. 

Error Utility 
Std. 

Error
F 

value p
Time Saved time 1.25 0.26 0.80 0.22 3.6 0.06

No time saving or loss -0.41 0.30 -0.16 0.26 1.3 0.26
Lost time -0.84 0.30 -0.64 0.26 1.2 0.28

Emotion Positive emotions 1.21 0.26 1.87 0.22 8.7 0.00
No effect on emotion 0.08 0.30 -0.01 0.26 0.2 0.68
Negative emotions -1.29 0.30 -1.86 0.26 4.6 0.03

Social Doing good for others 0.29 0.19 0.63 0.17 7.7 0.01
No change for others -0.29 0.19 -0.63 0.17 7.7 0.01

Price Lower price 0.99 0.26 1.09 0.22 0.3 0.58
No price change -0.10 0.30 -0.45 0.26 3.2 0.08
Higher price -0.89 0.30 -0.65 0.26 1.3 0.26

Quality Higher quality 2.68 0.26 1.52 0.22 19.2 0.00
No quality change -0.01 0.30 0.27 0.26 1.8 0.18
Lower quality -2.68 0.30 -1.80 0.26 9.3 0.00

When participating in car repair services clients, if compared to cafe/
restaurant services, prefer saved time, improved quality and are more concerned 
that the  offered service may be of a  lower quality because of participation. 
Meanwhile, as regards participation in cafe/restaurant services, the  greater 
importance, if compared to the  car repair services, is given to the  emotional 
dimension (i.e., clients give high preference to positive emotions, and it is very 
important for them not to experience negative emotions). The category of doing 
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good for others, expressing the altruistic participation stimulus, is more important 
when participating in cafe/restaurant services.

Since the  levels of each attribute were selected so that they could reveal 
benefit, cost and neutral position, the difference between utility scores, expressing 
benefits (saved time, positive emotions, lower price etc.) and neutral position (no 
time saving or loss, no emotion change etc.) indicates the  benefit score when 
the  difference between utility scores of costs (lost time, negative emotions, 
higher price etc.) and scores of neutral position (no time saving or loss, no price 
change)  – the  score of costs. Therefore, one can compare participation benefits 
and costs, measured not only in the scale of intervals, but also in the scale of ratios 
where the zero value takes a neutral position on each attribute level, meaning that 
the client, when participating in value creation processes, does not experience any 
benefits and costs.

Table 4 	 Client preferences for participation benefits and costs according to  
	 the service type (participation attribute levels), ratio scale

Attribute level

Car repair  
services

Car/restaurant 
services ANOVA test

Utility
Std. Error 
of Mean Utility

Std. 
Error 

F 
value p

Benefits Saved time 1.66 0.27 0.96 0.33 2.7 0.10
Positive emotions 1.14 0.19 1.88 0.29 5.0 0.03
Doing good for others 0.57 0.15 1.27 0.21 7.7 0.01
Lower price 1.09 0.18 1.54 0.28 2.0 0.16
Higher quality 2.69 0.27 1.25 0.25 14.3 0.00

Costs Lost time -0.42 0.20 -0.47 0.28 0.0 0.89
Negative emotions -1.36 0.25 -1.85 0.34 1.4 0.24
Higher price -0.78 0.23 -0.20 0.28 2.7 0.10
Lower quality -2.67 0.28 -2.07 0.33 2.0 0.16

This calculation of participation benefits and costs by comparing utilities 
enables to describe the  client perceived participation value according to 
the  perceived benefits and costs. The  most desirable participation benefit, if 
compared to the  neutral position, is higher quality followed by experienced 
positive emotions. The highest client perceived costs are lower quality and negative 
emotions. When comparing the  difference of preferences in separate types of 
services some statistically significant differences were observed: on participation 
in cafe/restaurant services the positive emotions and doing good for others are more 
important if compared to car repair services, while the benefit of higher quality is 
more preferred by the clients of car repair services. The survey has not revealed 
any significant differences between assessments of participation costs in services 
of a different type.
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PREFERENCES IN CLIENT PERCEIVED PARTICIPATION 
VALUE AMONG THE  RESPONDENT GROUPS WITH 
DIFFERENT DEMOGRAPHIC CHARACTERISTICS

Client perceived participation value factors were identified in regard to 
the demographic variables. The survey revealed statistically significant differences 
in client perceived participation value preferences among the  groups of clients 
with different demographic characteristics. Age was one of the  factors behind 
different preferences. Middle-aged clients rated social benefit higher than other age 
groups, while quality was more important for younger respondents (see Table 5).

Table 5	 Relationships between demographic variables and client perceived  
	 participation benefits and costs (the coefficient of non-linear correlation eta)

Car repair services Cafe / restaurant services
Place of 

residence Gender Age Place of 
residence Gender Age

Benefits Saved Time 0.10 0.11 0.14 0.07 0.14 0.13
Positive 
Emotions 0.10 0.01 0.28* 0.06 0.09 0.17

Doing good for 
others 0.03 0.01 0.23 0.11 0.11 0.16

Lower Price 0.19 0.23* 0.17 0.20 0.12 0.32*
Higher Quality 0.10 0.02 0.27* 0.27* 0.09 0.16

Costs Lost Time 0.12 0.06 0.24* 0.08 0.02 0.25
Negative 
Emotions 0.17 0.06 0.25* 0.06 0.13 0.29*

Higher Price 0.12 0.13 0.18 0.14 0.04 0.35**
Lower Quality 0.10 0.10 0.24* 0.12 0.10 0.25

ANOVA test, *p < 0.05; **p < 0.01

When assessing participation value preferences in car repair services lower 
price is more important for women than to men. Younger respondents are more 
sensitive to the  changes in quality. In the  case of cafe/restaurant services price 
changes are the  least important to middle-aged clients. Greater preference for 
positive emotions, avoidance of negative emotions, greater preference for lower price 
and higher price avoidance was demonstrated by the group of younger respondents. 

Client perceived participation value depends upon the frequency of the service 
use (see Table 7). When assessing car repair services time and quality factors are 
more important for clients who use the service periodically while emotions are more 
important for those clients who use the service rarely. Statistically significant links 
between perceived components of participation value and experience of using 
the service were not revealed by the survey. 
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The  hypothesis that client perceived participation benefits and costs 
may correlate with the  client’s abilities to communicate was also tested. It 
was considered that this personal feature may affect the  perceived value of 
participation. The  hypothesis was not confirmed; statistically significant links 
of perceived benefits and costs of participation were not revealed by the survey, 
except the  weak link with perceived costs of quality loss (r = -0.18, p  <  0.01): 
the higher the client values his or her own communicative skills, the  lower rate 
is given to the  importance of the  quality loss. This tendency is more obvious as 
regards participation in cafe/restaurant services (r = -0.25, p < 0.02).

CONCLUSIONS

The  research results on client perceived participation value revealed that:
1.	 Quality is the top ranked dimension of the client perceived participation value. 

Clients clearly preferred the  quality attribute of participation. On the  other 
hand, a possibility still exists that the quality of service may be reduced due to 
the active participation. Emotions are the second dimension of the participation 
value according to importance. Emotions for the client are more important if 
compared to the price or time issues when joining in value creation processes. 
These factors remain in the third place of the ranking. Social aspects (doing 
good to others) are the  least important for clients when participating in 
value creation processes. This shows that in participation activities service 
quality remains the key priority. The findings support the presumption that 
participation experiences are highly subjective and involve customers not only 
cognitively and behaviourally but also emotionally. Conjoint analysis showed 
that quality and emotions dominate within the all participation benefits, as well 
as costs.

2.	 The  research revealed that the  client perceived participation value depends 
upon the type of service. The quality dimension dominates in case of the car 
repair services, while in café/restaurant services, emotional and quality 
components stand together at the  same level of importance. The  emotional 
dimension is especially important in people-owned services since clients are 
deeper involved in the  service processes, where emphasis has to be put on 
marketing emotional experiences (Pine and Gilmore, 1999). This is also in 
line with the emerging trend of the experience economy, which acknowledges 
that intangible elements and emotions (enjoyment, emotions, surprises, 
experiences of new aspects of life) play a major role in competitive advantage 
(Oksanen et al., 2012).

3.	 When comparing the  client perceived participation benefits in two types of 
services, statistically significant differences are observed. In the case of café/
restaurant services positive emotions and doing good for others is more important 
if compared to the client perceived participation benefits in car repair services. 
Quality improvements are more important for clients in car repair services. 
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There were no statistically important differences observed when evaluating 
costs of participation in services of a different type.

4.	 The perceived participation benefits and costs are mainly affected by the age 
of the client: younger clients attach higher importance to emotional benefits and 
costs. The ranking of client perceived participation value dimensions depends 
upon the frequency of service use: the emotional dimension is more important 
for people who use the service rarely while the dimension of quality – for those 
who use the service periodically (this tendency is observed in the case of the car 
repair services). 
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NATURE OF TRADE POLICY BETWEEN 
LITHUANIA AND RUSSIA: A  STUDY ON 

THE  APPLICATION OF TRADE BARRIERS 
IN  THE  PERIOD OF 2007–2014
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Abstract 
Lithuania being a member of the European Union maintains very close international 
trade relations (based on bilateral agreements) with its immediate neighbour  – 
Russia. The  recurrent trade tensions between Lithuania and Russia inspired 
theoretical and empirical investigation into an acute economic and political 
problem. In view of that, this article addresses a research problem: What tariff and 
non-tariff barriers are usually applied to Lithuanian exports to Russia? The aim of 
this article is to explore the character of trade policy between Lithuania and Russia 
from the standpoint of trade barriers, which were applied starting 1998. The object 
of the research is tariff and non-tariff trade barriers, which are applied for Lithuania’s 
exports to Russia. It is of key importance to stress that Russia’s trade protectionist 
policy concerning Lithuanian products has rather the character of prohibition and 
power demonstration than that of internal market protection. The  study is based 
on a  theoretical analysis of economic theory in order to provide arguments for 
the economic benefit of removing trade barriers, as well as to systemise the structure 
of existing tariff and non-tariff trade barriers. This structure could be used for 
further analyses of recognition of trade restrictions application in other countries. 
The  European Commission’s TARIC Consultation methodology of application of 
trade barriers for EU’s export to Russia, as well as the  methodology of the  World 
Trade Organization for trade profiles was applied for systemisation of various trade 
restrictions. The  empirical findings reflect international trade tendencies between 
Lithuania and Russia in the period of 2007–2014 and tariff and non-tariff barriers, 
which were practically applied on export from Lithuania to Russia. The  results of 
the  comparative empirical analysis could be used for devising of future measures 
concerning Lithuania–Russia international trade relations.

Keywords: tariff and non-tariff barriers, export restrictions, international trade, 
Russia–Lithuania trade relations

JEL codes: F13, F51, O57, P16

INTRODUCTION 

International trade is a  very important activity for such a  small European 
Union (EU) country as Lithuania. The  growth of GDP directly correlates with 
the  volume of exports. The  EU is the  biggest trade partner; however, Russia 
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is the  second most important economic partner for Lithuanian producers. 
The exports to Russia accounts for 19 percent of total export. Lithuania exports 
to Russia mostly mineral products (mineral fuels, mineral oils and products of 
their distillation; bituminous substances; mineral waxes), foodstuffs, alcohol 
and tobacco products, furniture and chemicals. The  specificity of Lithuania’s 
international trade depends on the  common trade policy of the  EU, as well as 
participation in the World Trade Organization (WTO). Despite this, the country’s 
international trade relations, including those with Russia, are based on bilateral 
relations. It is important to stress that these trade relations have a very complex 
economic and political nature. This article addresses specifically the  economic 
aspects of trade relations between Russia and Lithuania. In view of that, the article 
analyses the  following research problems: What is the  scope of Lithuanian–
Russian trade relations? What restrictions usually are applied to Lithuanian 
export to Russia? These aspects represent the novelty of the research. The study is 
focused on trade barriers (tariff and non-tariff) applied by Russia to its imports 
from Lithuania. Detailed facts illustrate the actual nature of international trade 
between Lithuania and Russia. The aim of the article is to investigate the specific 
character of trade policy between Lithuania and Russia from the  standpoint of 
trade barriers which were applied starting 1998.

The efficiency of international trade depends on many conditions and features. 
One of the most important is different trade barriers (tariff and non-tariff). Bilateral 
trade relations between Lithuania and Russia are indisputably related to various 
trade barriers, especially in the sphere of food products export. This presupposes 
the first task of this article, namely, to systemise theoretical arguments in favour of 
the benefit of removing trade barriers and to highlight overall economic benefits 
from reducing trade barriers. Theoretical analysis is based on (Anderson K. and 
Martin W., 2012; Anderson K. and Nelgen S., 2012; Anderson K. and Strutt A., 
2012; Anderson K., 2004; Anderson K., 2012; Baldwin R. E., 2004; Baldwin R. E., 
2009; Francois  J., van Meijl  H., and van Tongeren  F., 2005; Frankel, 1999; 
Freeman  R.  B., 2003; Grossman  G.  M., Helpman  E., 1991; Hitiris Th., 1998; 
Lee J. W., 1995; Lejour A. M., deMooj R. A., 2001; Li Y. and Beghin J. C., 2012; 
Molle W., 2006; Panagariya A., 2004; Philippidis G., Resano-Ezcaray H., Sanjuan-
Lopez A. I., 2013; Sanjuan A. I., Philippidis G., 2007; Rivera-Batiz L., Romer P., 
1991; Sachs J. D. and Warner A., 1995; Sanjuán A. I., Philippidis G. and Resano H., 
2008; Taylor  M.  S., 1999; Tamini  L.  D., Gervais J.  P., 2010; Wacziarg  R., 2001; 
Wacziarg R. and Welch K. H., 2008; Winchester N., 2009) scientific works.

Research into the  nature of Lithuania–Russia trade relations seeks to 
systemise and classify trade barriers, which are usually applied in order to protect 
domestic producers from their foreign competitors. The  overview of economic 
literature and working papers showed that classification of possible trade barriers 
is missing. A theoretically constructed classification could be applied in further 
research, which will be oriented towards the  study of trade barriers application 
in any bilateral trade relations. This is the second task of this article. The third task 
is to present the  main features of evolution of Lithuania–Russia international 
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trade relations in the period of 2007–2014. The fourth task is to outline the system 
of tariff and non-tariff barriers practically applied on exports from Lithuania to 
Russia.

METHODS AND RESULTS 

The  investigation is based on an analysis of economic theory in order to 
provide arguments in favour of the economic benefit of removing trade barriers, 
as well as to systemise the  structure of the  existing tariff and non-tariff trade 
barriers. This structure (constructed by the  author) could be used for further 
analyses of the application of trade restrictions in other countries. The European 
Commission’s TARIC Consultation methodology of application of trade 
barriers to EU’s export to Russia, as well as the methodology of the World Trade 
Organization for trade profiles (WTO) were applied for systemisation of various 
trade restrictions. The  empirical findings reflect international trade tendencies 
between Lithuania and Russia in the  period of 2007–2014, and tariff and non-
tariff barriers which were practically applied on exports from Lithuania to Russia. 
The results of the comparative empirical analysis could be used for devising future 
measures concerning Lithuania–Russia international trade relations.

The  article is organised as follows. The  first part (theoretical discussion) 
briefly outlines the  arguments for economic benefit of removing trade 
barriers. In the  course of analysing scientific literature and working papers, 
the  structure of tariff and non-tariff trade barriers was systemised in the  first 
sub-part of the research results. The second sub-part is dedicated to research into 
the tendencies of international trade between Lithuania and Russia in the period 
from 2007 to 2014. Tariff and non-tariff barriers which were practically applied on 
export from Lithuania to Russia were systemised in the third sub-part. In order 
to respond to the impact of the Russia–Ukraine conflict on Lithuania’s export to 
Russia, the fourth sub-part was dedicated to the analysis of specific tendencies in 
trade policy between Lithuania and Russia after 2013.

THEORETICAL FRAMEWORK: THE  ARGUMENTS FOR 
ECONOMIC BENEFIT OF REDUCING TRADE BARRIERS

Almost all empirical studies provide an affirmative answer to the  question 
whether the  reduction or elimination of trade barriers (tariff and non-tariff) 
stimulates the growth of international trade. There are numerous scientific works 
(Panagariya A., 2004; Philippidis G., Resano-Ezcaray H., Sanjuán-López  A.  I., 
2013; Philippidis G., Sanjuán A. I., 2007; Rivera-Batiz L. and Romer  P., 1991; 
Sachs  J.  D., Warner A., 1995; Sanjuán A. I., Philippidis G., Resano H., 2008; 
Taylor  M.  S. 1999; Tamini L.  D. and Gervais J.  P. 2010; Wacziarg R. 2001; 
Wacziarg R. and Welch K. H., 2008; Winchester N., 2009), which are focused on 
welfare implications of the  removal of non-tariff barriers. Baldwin R. E. (2009) 
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discussed WTO success in reducing non-tariff barriers. He made a conclusion that 
“the average U. S. tariff rate on dutiable import was 25.3% in 1946. With the tariff 
cuts proposed in the Doha Round the average tariff peaks was below 7–9%. For 
the developing countries applying the proposed tariff-cutting formula the majority 
of tariff rates was between 12% or 14% and only limited number of countries had 
average bound rates above 15%. Taking account of non-tariff barriers, particularly 
quantitative import restrictions, yields an even more impressive picture of 
the decline in protectionism.” Anderson K. (2004) stressed that the use of various 
trade liberalising opportunities in principle is beneficial in economic terms. 
Summing up, it could be stated that domestic reform yielded static and dynamic 
economic gains. 

The  static effects emerge in a  short term period. According to comparative 
advantage theory, all countries receive economic benefits from specialisation 
and exchange of production. The abolition of most tariffs directly correlates with 
the amount of benefit, as the changes of goods or resources raise competitiveness 
and reduce costs of production. The static gains from trade tend to be greater as 
a share of national output the smaller the economy, particularly where economies 
of scale in production have not been fully exploited and where consumers value 
variety so that intra- as well as inter-industry trade can flourish. The  dynamic 
effects manifest themselves in long term period. For example, importation of 
intermediate and capital goods promotes investments that increase growth 
(Wazciarg R. 2001). The higher the ratio of imported to domestically produced 
capital goods for developing country, the faster its economic growth (Lee J. W., 
1995; Mazumdar J., 2001). Despite the  fact that the  data of trade liberalisation 
reveal the breaks in investment (the negative aspect of trade barrier abolition) it 
depicts GDP growth rates. Economies that commit to less market intervention 
tend to attract more investment funds, which raises their capital stocks. 
Moreover, open economies also tend to be more innovative, because of greater 
trade in intellectual capital. Trade liberalisation can lead to higher rates of capital 
accumulation and productivity growth in the  reforming economy because of 
the  way reform energises entrepreneurs. In order to keep those higher growth 
rates sustained the  government needs to have in place effective institutions 
to efficiently allocate and protect property rights; to allow domestic factor and 
product markets to function freely; maintain macroeconomic and political 
stability (Rodrik D., 2003; Wacziarg R., 2008; Baldwin R. E., 2004).

Despite the  arguments for the  benefit of removing trade barriers, most 
developed countries protect at least some of their industries from foreign 
competition. Different reasons why countries impose trade barriers are 
suggested. For example, infant industry assistance, balance of payments main
tenance, unemployment prevention, raising of tax revenues, the  protection of 
environmental or labour standards, specific political actions, and others. It is 
of key importance to stress that most of the  imposed trade barriers usually are 
the  consequence of political and economic relations. This becomes especially 
clear when analysing bilateral trade relations between Lithuania and Russia. 
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Restrictions on the part of Russia side do not necessarily have only the character 
of the protection of domestic market.

Molle W. (2006) distilled seven arguments as to why many countries protect 
their domestic producers from foreign competition by introducing obstacles to 
free trade, most by import restrictions (see Table 1).

Table 1 	 Arguments for import and export restrictions

Arguments for import restrictions
Strategic 
independence

In times of war and supply shortages, a country should not depend 
on unreliable sources in other countries as far as strategic goods are 
concerned.

Nurturing the so-
called “infant 
industries”

Young companies and sectors which are not yet competitive should be 
sheltered in infancy in order for them to develop into adult companies 
holding their own in international competition.

Defence against 
dumping

The  health of an industry may be spoiled when foreign goods are 
dumped on the market. Even if the action is temporary, the industry 
may be weakened beyond its capacity to recover.

Defence against social 
dumping

If wages in the exporting country do not match productivity, the labour 
factor is said to be exploited; importation from such a country is held 
by some to uphold such practices and is therefore not permissible.

Boosting employment If the  production factors in the  union are not fully occupied, 
protection can turn local demand towards domestic goods, so that 
more labour is put to work and social costs are avoided.

Easing balance-of-
payment problems

Import restrictions reduce the amount to be paid abroad, which helps 
to avoid adjustments of the  industrial structure and accompanying 
social costs and societal friction.

Diversification of 
the economic structure

Countries specialising in one or a  few products tend to be very 
vulnerable; problems of marketing such products lead to instant loss 
of virtually all income from abroad.

Arguments for export restrictions
Strategically important goods must not fall into the hands of other nations. This is true for 
military goods (weapons), but also for incorporated knowledge (computers) or systems.
Export of raw materials means the consolidation of a colonial situation. It is hoped that a levy 
on exports will increase the domestic entrepreneurs’ inclination to process the materials 
themselves. If not, then any rate the revenues can be used to stimulate other productions.
If imported goods disrupt foreign markets, the importing country may be induced to take 
protective measures against the product and a series of other products. Rather than risk that, 
a nation may accept a “voluntary” restriction of the exports of that one product.

Source: author’s construction based on Molle (2006)

Economists also state that reductions in trade barriers can induce better 
information dissemination, technological change, unilateral opening of markets 
abroad, as well as opportunities to join international trade agreements. 
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RESEARCH RESULTS: THE  STRUCTURE OF TARIFF 
AND  NON-TARIFF TRADE BARRIERS

Countries more transparent in reporting their regulations appear to be 
more restrictive (Chen N. and Novy Y., 2012). Theory suggests that there are 
many classifications of trade barriers (Rodrik D., 2003; Wacziarg R., 2008; 
Baldwin R. E., 2004; European Commission, 2014; Hitiris Th., 1998; Molle W., 
2006; Pukeliene V., 2008; WTO, 2014; Daugeliene R., 2011). Classic classification 
of trade barriers are tariff and non-tariff measures or barriers. Figure 1 presents 
possible tariff and non-tariff barriers induced by developed countries in order to 
protect their domestic markets from foreign competition.

The first group is tariff barriers (customs and import duties) – import or export 
tariffs which are divided according to their application (ad-valorem; specific or 
mixed import tariffs) or by intentions of their application (e. g. income, protection 
or prohibiting).

•	 Ad-valorem tariff barriers – their application is very frequent. The phrase 
“ad valorem” is Latin for “according to value”, and this type of tariff 
is levied on a  good based on a  percentage of that good’s value. For 
example, ad valorem tariff would be a 15% tariff levied by Japan on U.S. 
automobiles. The 15% is a price increase on the value of the automobile, so 
a 10,000 dollar vehicle now costs 11,500 dollars to Japanese consumers. 
This price increase protects domestic producers from being undercut, but 
also keeps prices artificially high for Japanese car shoppers.

•	 Specific tariff barriers – a fixed fee levied on one unit of an imported good 
is referred to as a specific tariff. This tariff can vary according to the type 
of good imported. For example, a country could levy a 15 dollars tariff on 
each pair of shoes imported, but a 300 dollars tariff – on each computer 
imported.

•	 Mixed tariff barriers – combined ad-valorem and specific trade barriers.
Tariff barriers can be applied with certain intentions. This means that 

governments have different purposes when imposing import tariffs. One of them 
could be to enhance the incomes from international trade. The second, in order 
to protect domestic infant producers from foreigners, they use different quotas as 
well as high tariffs for the export goods. To prohibit import, tariffs usually are so 
high that any import is unprofitable. 

The  second group is non-tariff barriers. Since the  most developed countries 
in the  world (members of the  WTO and the  European Union implementing 
free movement of goods) have dramatically reduced tariffs, more attention has 
been paid to non-tariff barriers. Due to their intrinsic heterogeneity non-tariff 
barriers are categorised into several relatively more homogeneous subgroups 
(Li Y., Beghin J. C., 2012): health and safety measures and technical standards, 
comprising sanitary and phyto-sanitary measures; technical barriers to trade; 
competition laws; customs clearance procedures (Winchester N., 2009); and 
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other standards  – as policies are often distinguished from other non-tariff 
measures. They affect the scope of trade in a contradictory manner. Standards and 
technical regulations have both the trade-impeding effects by raising the costs of 
exporters and similar demand-enhancing effects by certifying quality and safety 
to consumers. Li Y. and Beghin J. C. (2012) as the result of their study concluded 
that agriculture and food industries tend to be more impeded or less enhanced by 
technical tariffs than other sectors.

To conclude, the  non-tariff barriers could be divided into seven big groups. 
For example, quantitative restrictions (import, export quotas); import, export 
licences; fiscal treatment; voluntary export restrictions; legal regulations 
(standards, safety norms, state monopolies, public tenders); subsidies; other 
political measures (as ‘buy local goods policy’; intellectual property law; bribery 
and corruption; unfair customs procedures; restrictive licenses; import embargo; 
seasonal imports).

Voluntary export restrictions 

Legal regulations (standards, safety 
norms, state monopolies, public 

tenders) 

Subsidies 

NON-TARIFF BARRIERS Types of subsidies 
� Direct  
� Indirect 
� Work   
� Taxes 
� Production 
� Favour 
� Infrastructure 
� Trade security (import) 

 
� Export (trade promotion) 
� Buying 
� Consumption 
� Tax abolition 
� Dept guarantees 
� Controversial 

� National health, 
safety and 
employment 
provisions 

� Product 
classification 

� Foreign production 
control 

� Competition law 
� Custom procedures 

Other political measures 
� Buy national good policy 
� Intellectual property law 
� Bribery and corruption 
� Not fair customs procedures 
� Restrictive licenses 
� Import embargo 
� Seasonal imports 

 

Import tariffs 

Import, export licences 

Fiscal treatment 

Quantitative restrictions (Import, 
export quotas) 

TARIFF  
BARRIERS 

Customs duties; Import duties By application 
� Ad-valorem 
� Specific 
� Mixed 

By intentions 
� Income 
� Protection 
� Prohibiting  

Source: author’s construction based on Daugeliene R. (2011); WTO (2013); European Commission TARIC (2013)  

Figure 1 	Structure of tariff and non-tariff trade barriers
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TENDENCIES IN TRADE BETWEEN LITHUANIA AND 
RUSSIA IN THE  PERIOD FROM 2007 TO 2013

As it was stressed in recent research papers (Anderson K., 2012; Anderson K. 
and Martin W., 2012), for an individual small exporting country, the  effect of 
the  increase in its export tax is the  reduction of the  domestic price relative to 
the  newly-raised world price. Changes in trade policy  – and export restrictions 
(in this case – embargo) in particular – are frequently examined as contributing 
factors to food price surges. Precisely such an effect occurred when Russia 
imposed embargo on the Lithuanian milk and dairy products in September 2013. 
The milk products not exported (with labels in the Russian language) were sold 
in Lithuania at discount prices. Russia is the second biggest import partner after 
the  EU and the  fourth export partner to Lithuania. Lithuania’s export to this 
country amounted to 15 billion LTL (4.34 billion Euro), that is, 19% of total 
export.

In analysing trade relations between Russia and Lithuania in 2007–2014, 
the year 2008 should be emphasised in particular. In 2008, commodity circulation 
between these countries had reached its highest level and was 30.7 billion LTL. 
Export made up 8.9 billion LTL (29%), while import – 21.8 billion LTL (71%). In 
2008, Russia was on top of the list of Lithuania’s largest export markets and first 
in the  list of the  largest import markets. However, even 77% of all the export to 
Russia consists of re-export and was based on the export of products of Lithuanian 
origin, and in 2007–2010, Russia ranked only eighth among the largest markets. 
Nevertheless, Russia is the largest market for dairy products, meat and its products, 
live animals, paper and cardboard, and other Lithuanian goods. 

Lithuania’s balance of trade (see Table 2) with Russia is negative because 
energy-related and other raw materials that are necessary for Lithuanian industry 
and other needs dominate in Russia’s export structure. The import of only crude 
oil and natural gas exceed Lithuania’s exports to Russia twice. Thus, a  positive 

Table 2 	 International trade between Lithuania and Russia in 2007–2013  
	 (million LTL)

2007 2008 2009 2010 2011 2012 2013
Balance -4610.2 -12938.2 -8142.6 -1121.4 -13727.1 -12880 -10019.6
Export 6473.0 8916.5 5394.4 8458.7 11532.7 15037.2 16811.8
Import 11083.2 21854.8 13537.0 19880.2 25259.8 27917.2 26831.4
Total 
Export 43192.4 55511.0 40732.0 54038.8 69576.8 79577.9 84747.6

Import 61503.5 73006.3 45311.0 60952.8 78812.2 85902.2 90489.8
Total to EU 
Export 27968.5 33472.4 26184.5 32952.3 42658.5 48037.5 47001.1

Import 42029.7 42016.0 26773.1 34488.8 44710.2 49500.5 54584.5
Source: author’s construction based on statistics of Lithuania
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balance of trade with Russia could be expected only if Lithuania’s energy-related 
dependence on Russia were considerably reduced1.

Lithuanian exports to Russia. Export of goods of Lithuanian origin to Russia 
during the  period of 2007–2012 constituted around 23% of all the  export (for 
values, see Table 3). Re-export was 77%. Therefore, while analysing, it is necessary 
to distinguish export of goods of Lithuanian origin from re-export.

Table 3 	 Changes in export of goods of Lithuanian origin to Russia

Period

Variables

2007 in 
comparison 

with 2006

2008 in 
comparison 

with 2007

2009 in 
comparison 

with 2008

2010 in 
comparison 

with 2009

2012 in 
comparison 

with 2011

change 2007 
value, 

mln. Lt

change 2008 
value, 

mln. Lt

change 2009 
value, 

mln. Lt

change 2010 
value, 

mln. Lt

change 2012 
value, 

mln. Lt

Export 30.6% 6473.0 37.7% 8916.5 -39.5% 5394.4 56.8% 8458.7 30.4% 15037.2

Import -14.6% 11083.2 97.2% 21854.8 -38.1% 13537.0 46.9% 19880.2 10.5% 27917.2

Source: author’s construction based on statistics of Lithuania

In 2007–2012 the major part of goods of Lithuanian origin exported to Russia 
were milk and other dairy products worth 1.55 billion LTL, which is 22% out of 
the total export of goods of Lithuanian origin during the period analysed. Out of 
dairy products, mainly cheese and curds were exported, which made up 93% of 
all the milk and dairy products export to Russia. 3.4% were dry dairy products 
in the  form of powder or granules. Russia is the  largest market for Lithuanian 
dairy products. Every year it receives around 30% of all Lithuanian dairy exports. 
Comparing 2007 to 2012, exports of milk and other dairy products to Russia 
increased by 34.7%, that is, by 65 million LTL.

The second largest group of exports goods of Lithuanian origin to Russia in 
2007–2012 were machines and mechanical equipment, which made up 7.5% of 
total export of goods of Lithuanian origin and amounted to LTL 519 million. 27% 
out of all mechanical equipment exports were air pumps, air or gas compressors 
and fans; 15.1% were centrifuges and liquid or gas filtration or cleaning 
equipment, 12% – taps and valves. During the period analysed, Russia was also 
the largest market for machines and mechanical equipment of Lithuanian origin. 
Russia received 15.2% of all these products. It is important to mention that 
during the  year of crisis (2009), Germany claimed the  largest market position 
from Russia; however, in 2010 Russia again regained its leading role. In 2012 
against 2011, export of machines and other mechanical equipment to Russia grew 
by 21.9% or, in monetary terms, by LTL 14.5 million.

1	 This energy dependence will be reduced significantly because of gas terminal construction in Klaipėda and Floating 
storage and regasification unit “Independence” relocation in Klaipėda sea port in October, 2014.
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In the third place in the exports of goods of Lithuanian origin to Russia during 
the period of 2007–2012, was export of live animals, which constituted 7.3% of 
all the exports of Lithuanian origin to Russia. 99.8% of all the exported animals 
were pigs. Apparently, Russia has also the  largest market for Lithuanian pigs. It 
accounts for almost a half of all the exports of live animals. In 2012, if compared 
to 2011, the  exports of live animals to Russia declined by 27.4%. Such decline 
was influenced by the swine fever epidemic spreading at that time, due to which, 
Russia banned the  import of pigs to Russia from certain regions of Lithuania. 
Russia is also the largest market for Lithuanian meat and meat products, 25% of 
these products are exported to Russia every year. In 2012, re-export of transport 
to Russia increased by 68.5% or 241.5 million LTL against 2011. As regards 
mechanical equipment, the  biggest parts of re-exported items are machines, 
laboratory and industrial equipment. They make up 7.5% of all the  re-export 
of machines and mechanical equipment, while re-export of printing machines 
makes up 7.3%. In 2012 against 2011, the  exports of machines and mechanical 
equipment to Russia increased by 56.3% or 322.4 million LTL. Russia is also 
the largest market for Lithuanian paper and cardboard. 20% of all the paper and 
cardboard products exported annually are exported to Russia.

In 2007–2014, the major part of the re-exported items was transport, which 
made up 14.7% of all re-export. However, from the  year 2009 onwards, the  re-
export of machines and other mechanical equipment has held the leading position 
among all the  goods re-exported to Russia, and in 2007–2012, the  re-export of 
machines and mechanical equipment made up 14.6% of all re-export. In the case 
of re-export of transport, used vehicles constituted the major part of re-exported 
items. They make up around 63.3% of the total re-exported transport. 15.4% were 
re-exports of trailers and semi-trailers. Russia is the largest market for re-export 
of machines and mechanical equipment and the  second-largest market (after 
Belarus) for transport re-export. A quarter of transport and 43.1% of machines 
and other mechanical equipment are re-exported to Russia. Besides the  above 
listed goods, many electric machines (11.3% of all the  re-export), fruit (10.4%) 
and vegetables (7.1%) are also re-exported to Russia.

Lithuanian import from Russia. The  biggest part of Lithuanian import from 
Russia makes up energy-related and other raw materials. In 2007-2014 crude 
oil imports dominated. During the  analysed period, it made up even 67.4% of 
total import while gas was 14.4% of total import. Therefore, almost 82% of all 
the import from Russia was crude oil and gas. An import of electric energy made 
up 1.42% while petrol and diesel – 3.9% of total import.

The  second largest group of imported goods in 2007–2012 were sulphur, 
phosphates and other minerals that made up 2.7% of total import from Russia. 
83.7% out of those were imported natural phosphates and 9.8%  – sulphur. 
The major part of these minerals is consumed by Lithuanian chemical industry. In 
2012, if compared to 2007, the import of natural phosphates increased the most – 
by 56 million LTL (32.5%). However, the major part of phosphates was imported 
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(raw amber, etc.) for 730 million LTL in 2008. It was 3.2 times more than in 2012. 
In 2011, if compared to 2010, the import of other minerals increased the most – 
three times, which is 19.7 million LTL,  – including the  import of sulphur  – by 
63.3%, namely, 9.5 million LTL.

The  third largest group of imported goods in 2007–2010 was fertilisers 
that made up 1.3% of the  total imports from Russia in 2007–2010. Of the  total 
import of fertilisers, 48.9% were fertilisers containing three principal chemical 
elements: nitrogen, potassium, phosphorus. 27.9% were nitrogen fertilisers 
and 12.7% were potassium fertilisers. Comparing 2010 to 2007, fertilisers 
containing three  – nitrogen, potassium, and phosphorus  – increased the  most 
(by LTL 89 million or 2.4 times). In 2011 against 2010, the  import of nitrogen, 
potassium and phosphorus fertilisers increased 2.5 times, which is 29.2 million 
LTL, and the  import of nitrogen fertilisers almost doubled (18.7 million LTL). 
Inorganic chemicals make up 1.22% of the total imports from Russia and 90% of 
all the imports of inorganic chemicals is anhydrous ammonia.

In 2012, commodity circulation between Russia and Lithuania was 
42.95  billion LTL, having increased by 15.5% against 2011. Lithuania’s trade 
balance with Russia was negative again. It was  – 12.88 billion LTL. In 2011 
compared to 2010, import from Russia increased by 33.6% or 3.6 billion LTL. 
Such growth was mostly occurred due to the  increase in mineral fuel exports 
(3.4  billion LTL) and export of fertilisers. The  most promising sectors for 
the  export of Lithuanian products and services to Russia are transport and 
logistics, food products, furniture and tourism.

The  analysis of the  data of Lithuanian export to Russia reveals that export 
from Lithuania to Russia made up 19% of all Lithuanian export, amounting 
to 15.04 billion LTL. It has increased by 30.4% from the  year 2011. The  main 
groups of products exported to Russia were: transport (around 1.3 billion LTL), 
dairy products (around 0.5 billion LTL), vegetables (0.4 billion LTL), also wine, 
furniture and fruits. Out of total exports to Russia, the goods of Lithuanian origin 
made up 16.5%, which was 2.48 billion LTL.

In 2012, Lithuanian import from Russia reached 27.92 billion LTL. If 
compared to the  year 2011, it increased by 8.84%. Lithuanian import from 
Russia made up 32.32% of total Lithuanian import. The main groups of products 
imported from Russia in 2012 were oil products, electric energy, mineral or 
chemical fertilisers, natural phosphates, ammonia and other products. Around 
99.8% of crude oil, 97.42% of natural gas and 60.61% of electric energy out of 
the total amount of these products brought into Lithuania in 2012 were imported 
from Russia.

In 2012, Russia was first on the list of Lithuania’s largest export markets and 
first on the list of the largest import markets. Export to Russia amounted to almost 
19% of the  total exports from Lithuania, while import from Russia constituted 
around 32% of the total import to Lithuania.
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TARIFF AND NON-TARIFF BARRIERS APPLIED ON 
EXPORT FROM LITHUANIA TO RUSSIA

In the first decade of the 21st century, economic and political relations between 
Russia and Lithuania were rather complicated. Energy dependence, problems in 
trade and customs influenced the  nature of international trade. Judging by all 
factors, Russia, being one of the  biggest worlds’ economies, is a  regular market 
economy country. However, certain actions of the  government in regard to 
restrictions of export from certain EU countries, especially Lithuania, distort 
the  market. It is obvious that Russia applies different protectionist measures 
for export in order to demonstrate its dominant position, both economic and 
political, in the  world. Protectionist measures will also be applied in the  future 
not only for political reasons, but in order to protect domestic economy.

During the past decade, almost a half of EU member states had trade conflicts 
of various economic consequences with Russia: 1999–2000 – the steel conflict; 
2006–2007  – the  Russia–Poland “meat war”; the  introduction of export tariffs 
on wood raw materials from Sweden and Finland; the  Russia–Estonia “bronze 
soldier” conflict, which resulted in a blockade of transportation of Russian oil and 
coal via Estonian railways; the imposition of taxes on flights over the territory of 
Russia; customs duties on the export of machinery, agricultural equipment, steel 
products, television and radio equipment from the EU were increased; a ban on 
pork imports to Russia was also imposed.

Russia’s membership in the  World Trade Organization (WTO) did not 
improve conditions for export. It should be stressed that after joining the WTO 
in August 2012, Russia has applied more protectionist measures. One of the most 
salient examples of discrimination is tax on the  utilisation of cars and heavy 

Table 4 	 Most important trade restrictions applied by Russia on Lithuanian exports

Date Description of trade restrictions
1998 Russia’s market actually was closed for the  Lithuanian goods (especially for food 

products, textile and other consumer goods). Exports to Lithuania significantly 
decreased. Payments were also irregular. Many Western exporters were forced to retreat 
from Russian market.

2009 Restrictions on the export of dairy products. The reason was allegedly “low quality” 
(too high content of yeasts and moulds).

2011 Russia’s Customs Service instruction to suspend imports of Lithuanian pork.
2013 Russia’s Customs Service instruction to suspend imports of Lithuanian milk and dairy 

products (Russia accounted for 33.7 percent of Lithuanian dairy exports in January through 
July. This fact confirms that export of dairy products is very important for Lithuania’s 
economy).
Custom checks on Lithuanian trucks. (Tightened customs checks of Lithuanian haulers 
had been lifted on the Lithuanian–Russian border and in internal customs checkpoints of 
Russia).

Source: author’s construction based on statistics of Lithuania
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machinery: 350 Euro for each imported car and 15  000 Euro apiece for heavy 
machinery. Other restrictions, which are very painful for Lithuanian producers, 
namely, the prohibition of import of beef cattle and dairy products, non- reduction 
of import tariffs for hundreds of products, including timber.

The  most widely-known tariff and non-tariff barriers which were and 
are applied by Russia for Lithuanian export are summarised in Table 4. It is 
essential to stress that approximately 83% of Russia’s export products are tax-
free. Moreover, the EU applies a generalised preference system for many types of 
goods from Russia.

 Tariff barriers Non - tariff barriers 

� Import duties 
� Import taxes 
� Export embargo 
� Quotas 
� Discriminatory railway fees 

Example: Dairy produce; birds‘ eggs; natural honey; 
edible products of animal origin, not elsewhere specified 
or included. 
� Milk and cream, not concentrated nor containing added 

sugar or other sweetening matter – export tariff is from 
5% or 15%. 

� Buttermilk, curdled milk and cream, yogurt, kephir and 
other fermented or acidified milk and cream, whether or 
not concentrated or containing added sugar or other 
sweetening matter or flavoured or containing added 
fruit, nuts or cocoa - mix tariff – 15%, but not less than 
0.18 EUR/kg. 

� Whey, whether or not concentrated or containing added 
sugar or other sweetening matter; products consisting of 
natural milk constituents, whether or not containing 
added sugar or other sweetening matter, not elsewhere 
specified or included – 10%; 13.3%; 15%. 

� Butter and other fats and oils derived from milk; dairy 
spreads – 17.5%, but not less than 0.19 EUR/kg; 18.3%, 
but not less than 0.27 EUR/kg. 

� Cheese and curd – 18,3%, but not less than 0.23 
EUR/kg; 18,3%, but not less than 0.37 EUR/kg; 20%, 
but not less than 0.4 EUR/kg; 15%, but not less than 0.3 
EUR/kg; 20,3%, but not less than 0.41 EUR/kg; 22,5%, 
but not less than 0.45 EUR/kg. 

� Birds' eggs, in shell, fresh, preserved or cooked - 0%; 
13.3%; 15%. 

� Birds' eggs, not in shell, and egg yolks, fresh, dried, 
cooked by steaming or by boiling in water, moulded, 
frozen or otherwise preserved, whether or not containing 
added sugar or other sweetening matter – 13,3%; 14%; 
15%, but not less than 0,6 EUR/kg; 16,5%; 17%; 21,3%; 
21,7%. 

� Natural honey – 15%. 
� Edible products of animal origin, not elsewhere 

specified or included – 15%. 
 

� Veterinary Import Permit  
� State Sanitary Registration of Goods  
� Veterinary Health Certificate for Animal 

Products 
� Quality standards 
� Specific technical requirements for trucks 
� Antidumping measures 
� Customs valuation 
� Requirement to produce export 

declaration 
� Road taxes 
� Customs clearance procedures 
� Border congestion 
� Certification and conformity assessment 
� Government procurement “buy Russian” 
� Lower domestic energy prices, notably 

gas 
� Control, inspection and approval 

procedures 
� Stringent requirements on pesticide and 

antibiotic residues 
� Sanitary requirements for milk and dairy 

products 

 

Source: author’s construction based on European Commission TARIC Consultation (2013) 

Figure 3	  Trade barriers for Lithuanian (as well as EU) exports to Russia
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At present, Lithuania still does not have any effective mechanisms which 
would make it possible to operatively and adequately respond to developments 
related to Russia’s trade restrictions applied to Lithuanian export. The  lack of 
prognostic skills is one of the major drawbacks of Lithuanian experts. Meanwhile, 
Russia applies different protectionist measures instead of structural reforms 
in its economy, opening its market for foreign direct investment and liberating 
the trade.

SITUATION WITH TRADE RELATIONS BETWEEN 
LITHUANIA AND RUSSIA AFTER 2013

As underlined in the  report of Lithuania Central Bank (2014), with 
the  conflict between Russia and Ukraine continuing unabated, the  economic 
outlook for Russia and the countries with close economic ties to Russia is getting 
gloomier. Already in 2013, the  growth of domestic demand side as the  growth 
of investment stalled among structural problems and toned-down expectations. 
Closer economic ties with Russia exist in the  country’s transport sector, which 
provides approximately 3 billion LTL worth of services to Russia’s entities 
annually, and this accounts for a sizeable proportion of the total transport services 
provided in Lithuania. Unlike the transport sector, the dependence of Lithuania’s 
industrial undertakings on changes in Russia’s economic development is relatively 
low. Economic ties between the non-tradable sector and Russia are rather limited. 
The worse-than-expected developments in Lithuania’s exports and their weaker 
outlook have led to more cautious assessment of the prospects of the growth of 
the  entire economy. Real GDP is projected to increase by 3.3 per cent in 2014 
(compared to the previous forecast of 3.6 per cent). 

It is important to stress, that Lithuania’s politicians and representatives of 
industry have nevertheless declared that the decline in exports and GDP growth 
do not correlate with the  strict sanctions from Russia. This could be explained 
by the  fact that the  performance of goods exports is deteriorating due to both 
weaker economic development of foreign trade partners, especially Russia, 
and unfavourable developments in the  markets for certain products. In 2013, 
the growth of exports was at least twice as slow as in the period from 2010 to 2013, 
and the export trends turned negative at the end of the period. That mainly resulted 
from a  still sluggish foreign demand, unfavourable environment in the  markets 
for petroleum products and fertilisers, and a  fall in grain prices. Restrictions on 
the exports of dairy products applied by Russia’s authorities in the second half of 2013 
and the stepped-up checks of Lithuanian vehicles had a negligible impact on the general 
export performance in the above-mentioned period.

The  performance of Lithuania’s exports to Russia in 2013 was affected 
by targeted restrictions. In addition, negative effects arose from depreciation 
of Russia’s currency, which undermined the  competitiveness of Lithuania’s 
industrial products in that market. However, it should be pointed out that Russia 
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accounted for less than 5 per cent of the goods of Lithuanian origin sold abroad; 
therefore, Lithuania’s manufacturers were less vulnerable to shocks in that market 
than in re-exports.

In 2014, one-fifth of total Lithuanian exports of goods were delivered to 
Russia, which was also the largest market for re-exports. The poorest results were 
yielded in the chemical industry, where exports fell by LTL 750 million, or 11.9%. 
With the  exception of the  Russian-Ukrainian conflict, the  outcome of which 
can hardly be predicted, one of the  main factors that will determine the  value 
of exports in 2014 will be the decrease in export prices, notably in the  fertiliser 
industry, while the  weakening currencies of Belarus, Russia and other CIS 
countries will make Lithuanian products in these countries more expensive. 

The  increase in food industry exports was mostly influenced by the  dairy 
industry, whose exports made up one third of the entire food export. Compared 
with 2012, the export value of dairy products in 2013 grew by 8.4%, or by LTL 
148.8 million to reach a  total of LTL 1.9 billion. The  growth would have been 
greater if it were not for Russia’s ban on imports of dairy products. For example, 
if the first nine months of 2013 are compared with the first nine months of 2012, 
the increase in cheese and curd exports amounted to 11.2%, or LTL 74.8 million, 
while in terms of annual figures, the export of products in this category decreased 
by LTL 40.9 million, or 4.4%, which means that the last quarter of the year, when 
the Russian ban was in effect, negated the entire growth in exports of cheese and 
curd.

As it was stressed in the economic outlook for Lithuania which was prepared 
by the Central Bank of Lithuania (2014), the restrictions enforced in August 2014 
were applied to nearly one fifth of Lithuania’s exports, including re-exported 
goods, to Russia. The annual exports of products which were currently subject to 
the restrictions on trade to Russia amount to more than LTL 3 billion, or around 
4 per cent of Lithuania’s total exports of goods. This was a rather significant share 
of Lithuania’s exports, but only about a fourth of these exports were of Lithuanian 
origin, while three-fourths were re-exported goods. The restrictions were applied 
to trade in agricultural and food products; consequently, a direct negative effect 
was felt in agriculture and food industry. A large part of products of Lithuanian 
origin to which these restrictions were applied were dairy and meat products. 
The export of both dairy and meat products to Russia has until now accounted 
for more than a  tenth of the output of the aforementioned industries. There are 
forecasts that, in addition to those economic activities, a significant impact will 
be felt by the  transport sector, which earns a  large share of its income through 
the  storage and transportation of goods for the  Russian market. It is estimated 
that the restrictions of trade with Russia will decrease the growth of Lithuania’s 
real GDP by up to 0.4 percentage points in 2014. The negative effect will be felt 
not only by the exporting sector but also by economic activities oriented towards 
the  domestic market. Private consumption, investment, and the  labour market 
will be negatively affected.
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CONCLUSIONS

1.	 Theoretical analysis revealed unequivocally that the  reduction of trade 
barriers, tariff and non-tariff alike, stimulates the  growth of international 
trade and is economically beneficial. It enhances information dissemination 
and technological exchange between countries. These are probably the main 
arguments why international trade restrictions should be controlled at 
the  intergovernmental level. However, the  research results are consistent 
with political economy theories of the  determinants of trade protection. It 
should be stressed that, even after evaluation of industry and country specific 
factors, states tend to protect markets (industries) that are weak or in decline, 
politically important or threatened by import competition.

2.	 An economic benefit from trade liberalising opportunities can manifest itself 
in a short or long-term period. Respectively, both static and dynamic effects 
could be felt. In order to achieve these effects, the governments of countries 
should undertake appropriate political and economic actions. It is essential 
to stress that trade liberalisation is not a  precondition for elimination of 
governmental actions.

3.	 According to theoretical analysis, despite the positive arguments of free trade, 
most developed countries protect their industries from foreign competition. 
The most important arguments for import restrictions are strategic indepen-
dence; nurturing infant industries, protection against dumping, boosting em-
ployment, diversification of the economic structure. And, the most important 
arguments for export restrictions are defence of strategically important goods 
from foreign competition and defence raw material market.

4.	 Theoretically, all trade restrictions could be divided into two groups: tariff and 
non-tariff barriers. Those are, respectively, import tariffs (customs and import 
duties); and quantitative restrictions; import, export licences; fiscal treatment; 
voluntary export restrictions; specific legal regulations; subsidies.

5.	 The analysis of tendencies of international trade between Lithuania and Russia 
in the  period of 2007–2012 showed that Russia was second largest import 
partner to Lithuania (after the  EU) and fourth export partner. In the  most 
recent period, Lithuania’s export to Russia constituted 19% of total export. 
Export of goods of Lithuanian origin, despite different tariff and non-tariff 
barriers for food goods, had a tendency to increase. Lithuania’s balance of trade 
with Russia was negative because Russia’s import structure was dominated by 
energy-related and other raw materials necessary for Lithuanian industry and 
other needs.

6.	 Statistical analysis made it possible to conclude that the  main goods of 
Lithuanian origin exported to Russia in the period from 2007 through 2012 
were: milk and other dairy products; machines and mechanical equipment; live 
animals, especially pigs; paper and cardboard. The largest part of Lithuanian 
imports from Russia consisted of energy-related and other raw materials. This 
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confirms Lithuania’s inevitable dependence on Russia’s energy sector, which 
illustrates the complex nature of trade policy. It was forecasted that the most 
promising sectors offering Lithuanian products and services for export to 
Russia will be transport and logistics, food products, furniture and tourism.

7.	 The analysis of the EU and WTO working papers dealing with trade barriers 
and of the  EC TARIC system leads to the  conclusion that, during the  past 
decade, almost a half of all EU member states has had trade conflicts with or had 
been subject to various trade and economic sanctions from Russia. Lithuania 
is no exception. It should be stressed, that Russia, even being a  member of 
the WTO has not given up imposing various trade barriers. Starting with 1998, 
the main trade restrictions, both tariff and non-tariff, were imposed by Russia 
on Lithuanian export of food products. Export duties, standards and other 
specific requirements, export suspensions and even an embargo were applied 
in regard to milk and dairy products, and pork. Specific customs checks on 
Lithuanian trucks had negative economic consequences for Lithuanian 
producers. The  said restrictions had obvious political and economic nature.

8.	 The analysis of the character of trade policy between Lithuania and Russia after 
the 2013 suggested that Lithuania’s economic development will be negatively 
affected by restrictions of trade with Russia. Restrictions were applied to trade 
in agricultural and food products; therefore, a  direct negative effect will be 
felt in agriculture and food industry. There are no comprehensive estimates as 
to how the Russia-Ukraine conflict will affect Lithuania’s exporters; however, 
it is presumed that the  effects will be negative. According to estimates, 
the restrictions of trade with Russia will decrease the growth of Lithuania’s 
real GDP by up to 0.4 percentage points in 2014. The negative effect will be 
felt not only by the exporting sector but also by economic activities targeting 
the domestic market.
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Abstract 
The  purpose of this research is to introduce the  evaluation of convergence of 
Latvia’s social development to the EU-28 member states in the context of the EU 
convergence policy. In additional, the article addresses development challenges 
for improvement of the  socio-economic well-being of states and regions in 
the European Union and also for avoiding disparities. The objective of this study 
is to assess the level of social situation in Latvia and its development by applying 
latest developments of convergence economic theory to local conditions. 
The  main emphasis of this research lies on the  complex approach to the  EU 
convergence policy analysis and its implementation in Latvia, which enables 
social convergence of Latvia towards the EU-28 level.
The  research methodology is based on the  analysis of the  EU convergence 
economic theories and on the  estimation of external and induced variables: 
the  economic and welfare level situations. This research investigates major 
variable factors and presents information about various socio-economic 
indicators and indexes. This study contains and discusses changes of key 
concepts related to the convergence policy of the European Union and compares 
objectives and general outlines of the  convergence period 2014–2020 in 
the framework of Europe as a whole, as well as its impact on Latvian economics 
and living conditions. 
The main results and conclusions reflect the overall socio-economic situation in 
the EU and Latvia and the impact of current and future European convergence 
policy on social development in Latvia. The discussion focuses on the analysis of 
socio-economic situation in the EU and Latvia, and the estimation and trends of 
the national economy development.
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INTRODUCTION

The  recent trends in the  socio-economic policy of Latvia are taken as 
important priorities for the  development of social legislation, the  situation with 
income growth, improvements to pension policy and education system and 
expanding the labour market.
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Through its Social Investment Package, the Commission provides guidance 
to Member States to modernise their welfare systems towards social investment 
throughout life.

The package complements the Employment Package, which sets out the way 
forward for a job rich recovery, the White Paper on Pensions, presenting a strategy 
for adequate, sustainable and safe pensions, and the Youth Employment Package, 
which deals specifically with the situation of young people.

As social policies are an integral part of the  Europe 2020 Strategy, 
the  Commission also supports EU countries’ efforts to address their social 
challenges through the  actions foreseen in the  Platform against Poverty and 
Social Exclusion and Social Investment Package, as well as the  EU funds, in 
particular, the European Social Fund.

The EU countries are far from reaching the 2020 target, and the worsening 
social situation caused by the economic crisis is undermining the sustainability 
of social protection systems. European statistics show that in 2012 24.8% 
of the  entire EU population are at risk of poverty or social exclusion, and this 
includes 28.1% of all children in Europe, 19.3% of those over 65 years of age and 
25.4% of adults. The  situation in 2013 has almost not improved and 24.5% of 
the entire EU population are at risk of poverty or social exclusion (Eurostat, 2014, 
Income and living conditions database).

This research presents information about main socio-economic indicators 
for convergence, as well as GNP growth, welfare, inflation and unemployment 
levels and its possible improvement for 2014-2020. In order to achieve socio-
economic growth and social convergence goals, the  Latvian government must 
identify its major social priorities and deliver the best results in social efficiency. 
The  studies of social development need a  pragmatic approach to financing in 
order to create jobs and reduce poverty levels and social disparity in the national 
economy. The  overall improvement of social policy in Latvia is connected with 
productivity growth. In order to enable the  promotion Latvia’s economic and 
social convergence to the average EU-28 level, budget expenditure will have to be 
more effective in 2014–2020. The priority tasks for Latvia’s economy in the recent 
years are the development of social legislation, enhancement of income growth, 
improvements to the  pension policy and education system, and labour market 
development.

The aim of this research is to assess the social development level in Latvia and 
its increase in order to reach the goals of the Europe 2020 strategy

TYPES OF CONVERGENCE

European convergence policy is a  place-based policy which gives a  role to 
each European state in the sense that it is not an obstacle to the optimal allocation 
of economic activity, but can become a  source of growth on its own. Recent 
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economic theory confirms this approach in numerous case studies, which show 
that convergence policy can make a  difference. In fact, the  EU has achieved 
impressive economic and social convergence since 1988. Convergence policy 
must be connected with an outlook of the likely future evolution of the national 
economy. In particular, as experience has shown, the  sustainability and 
robustness of the convergence process after euro adoption is to a significant extent 
endogenous and it depends on a  Member State’s domestic policy orientations 
after it has joined the euro area. Convergence processes for the EU states must be 
based on the strong economic growth of GDP per capita.

When discussing the  concept of convergence, it is important to understand 
the  difference between real and nominal convergence. The  process of real 
economic convergence suggests catching up in standards of living in the EU’s New 
Member States with those of the old EU Member States. This process is usually 
accompanied by nominal convergence and is usually related to the  Balassa-
Samuelson effect. Economic literature suggests that the  term convergence in its 
economic essence describes gradual elimination of disparities in the income level. 
Economic growth theory provides two types of the convergence: σ-convergence 
(sigma) and β-convergence (beta) (Barro, Sala-i-Martin, 2004). The  first kind 
serves as an indicator to measure whether the  distribution of income across 
regions or countries has become less uneven over time. In contrast, β-convergence, 
attempts to describe the  mobility of income within the  same distribution and 
predominantly serves to find out whether the  convergence occurred because 
poorer regions and/or countries have grown faster than the rest. 

	The results from convergence analysis are usually used to test the validity of 
the two economic growth models –neoclassical and endogenous. The former one 
predicts β-convergence regardless of full, partial or absence of capital mobility 
(Marzinotto B., 2012).

DEVELOPMENT OF SOCIAL SITUATION IN LATVIA

The  economy of Latvia continued its growth at a  rapid pace in 2012 and 
the  gross domestic product increased by 5.2% (Central Statistics Bureau, 2014) 
compared to the  previous year. It was the  fastest growth among the  European 
Union Member States. Despite the  unfavourable environment in external 
markets, the  growth rates remained high throughout 2013 and 2014. In 2013, 
gross domestic product increased by 4.1%. An estimate by the  statistics office 
shows a  GDP increase by 2.4%, when comparing Q3 2014 to 2013 (Central 
Statistics Bureau, 2014). 

The  strong economic growth in 2012 and 2013 was based on both external 
and domestic demand, while in 2014; advance mainly took place due to strong 
internal demand. Trade, manufacturing, construction and transport sectors 
contributed the  most to the  growth. The  volume of public services sectors 
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remained at the level of the previous year. It was influenced by the implemented 
fiscal consolidation measures.

“The Latvian labour market demonstrated a high degree of flexibility during 
the  crisis. Job seekers also showed high mobility within the  EU as emigration 
increased substantially in the  process of structural adjustment. More recently, 
as of 2012, the  economic recovery and the  steady pace of job creation not 
only reduced emigration but raised significantly the  number of immigrants in 
Latvia. Underpinned by a  decentralised wage-setting system, a  considerable 
wage adjustment took place in Latvia over 2009 and 2010 and wages moved 
broadly in line with productivity afterwards. In 2013-2014, wages are projected 
by the  Commission services’ 2013 Spring Forecast to remain consistent with 
productivity. Vacancy rates remain among the  lowest in the  EU indicating that 
at aggregated level labour supply is adequate. Nevertheless, regional differences 
and skills mismatches on specific labour market segments keep structural 
unemployment relatively high. However, the  latest statistics show that youth 
unemployment, though still high, has moved slightly below the  EU average 
while long-term unemployment remains a  major challenge. All these structural 
deficiencies on the  labour market amount to a  significant loss in potential 
output and pose risks of excessive wage adjustments; they need to be properly 
addressed by active labour market policies and education reforms, as stipulated in 
the  Commission and Council country specific recommendations” (Convergence 
Report 2013 on Latvia. European Economy N° 3/2013, pp. 45-46).

The  situation in the  labour market is improving along with the  economic 
growth. The number of employed aged 15–74 years reached 889 thousand in Q2 
2014, which was 30.6 thousand more than in Q2 2011. The share of job seekers 
dropped to 10.6% in Q3 2014, which is by 1.2 percentage points lower than a year 
ago (Central Statistical Bureau, 2013).

Registered unemployment was among the most vulnerable problems during 
the economic crisis. Following a decrease over several years to the  level of 7.7% 
before 2009, the unemployment rate reached 17.5% within a year and continued 
to increase up to 19.5% in 2010. Since 2011, Latvia has seen a  continued 
decrease in unemployment, which goes in hand with economic development. 
The  unemployment rate that had reached 16.2% in 2011 declined to 8.2% 
in October 2014. It must be admitted that the  unemployment figures reveal 
considerable geographical differences with 5.2% in Riga compared to 17.6% in 
Latgale region (State Employment Agency, 2013).

The main conclusions on the progress towards the achievement of objectives 
in the areas related to the labour market development are as follows: high growth 
rates in Latvia allow forecasting that in 2010 the GDP of Latvia per capita expressed 
as the  purchasing power parity standard will be close to the  objective stated in 
the  Strategy  – 62% of the  average level in the  EU-15. During the  recent years 
the economic growth observed in Latvia has had a positive impact on the labour 
market: the  employment level increases and the  unemployment rate declines, 
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which suggests that objectives stated for 2020 concerning the  employment 
and unemployment levels (the employment rate  – 73% and the  unemployment 
rate – 7%) can be achieved. 

Although the  economic growth rate remained high, the  dynamics of 
inflation showed a tendency to decline significantly to -0.4% in November 2013. 
The dynamics of annual average inflation was similar, dropping from 4.4% in 2011 
to 0% in 2013. Latvia has been complying with the Maastricht inflation criterion 
for the euro introduction since September 2012, but adopted the single currency 
on 1 January 2014.

Table 1 	 National targets of Latvia for 2020

Latvia
Targets
2020 2030

Persons at risk of 
poverty (%)

21.0%
(121 000 people lifted out of 
the risk of poverty or exclusion)

Persons at risk of poverty after 
social transfers <16%

Source: author’s construction based on the National Reform Programme (Ministry of Economics), 
the Sustainable Development Strategy of Latvia 2030 (Crossectoral coordination office)

The  National Reform Programme of Latvia for the  Implementation of 
the  Europe  2020 strategy and the  Convergence Programme of Latvia were 
approved simultaneously by the  Cabinet of Ministers on 26 April  2011 and 
submitted to the European Commission on 29 April 2011. The National Reform 
Programme of Latvia describes the medium-term macroeconomic scenario and 
reflects the main macro-structural bottlenecks of Latvia and the key measures for 
2011–2013 to eliminate them, as well as national quantitative targets of Latvia 
for 2020 in the  context of the  Europe 2020 strategy and the  key measures for 
2011–2013 to achieve them.

The  number of persons at risk of poverty or social inclusion has decreased 
since 2011 by 4.6 percentage points and reached 35.2% in 2013, which amounts 
to 703 thousand people. This is still below the level of 2008 when only 33.8% of 
total population was at risk of poverty or social exclusion, but it is by 28 thousand 
people less than a year ago when this indicator was 731 thousand or 36.2%. Out of 
these, the authors have assessed two most vulnerable groups: children and elderly 
people (age group – over 65) (Central Statistical Bureau of Latvia, 2013). Figures 
for children at risk of poverty or social exclusion show that, of total population, 
38.4% were at risk of poverty or social inclusion, which, although being by 
1.6  percentage points lower than a  year before, is still by 6.2 percentage points 
higher than the pre-crisis level.

In Latvia, most interesting figures can be seen for the  age group “over 65”, 
where the at-risk-of-poverty or social exclusion rates have been decreasing rapidly 
even during the  crisis period with a  slight increase in 2013 by 2.5 percentage 
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points. Overall decrease for this age group compared to the highest rate in 2008, 
which is the before-crisis level, is 22.6 percentage points.

The  at-risk-of-poverty rate in Latvia had increased from 19.4% in 2005 to 
26.4% in 2009 and decreased to 19.4% in 2013. Households with dependent 
children and a  single parent (38.3%), as well as households with 3 or more 
children and both parents (33.2%) were at the  highest risk of poverty (Central 
Statistical Bureau of Latvia, 2013).

The  at-risk-of-poverty rate or the  share of the  population below the  poverty 
line increased during the  period when the  total income of the  population was 
increasing substantially and the  unemployment rate was comparatively low. 
This means that the  increase in the  income of the  population was unequal and 
not all people were able to adapt to the  changes and benefit from the  growth 
opportunities.

Table 2 	 Social poverty assessment in Latvia

2005 2006 2007 2008 2009 2010 2011 2012 2013
At risk of poverty or 
social exclusion 
(% of total population)

45.8 41.4 36.0 33.8 37.4 38.1 40.4 36.2 35.2

Children at risk of 
poverty or social 
exclusion  
(% of total population)

45.7 42.7 32.8 32.4 38.4 42.2 44.1 40.0 38.4

The elderly (over 
65 years) at risk of 
poverty or social 
exclusion  
(% of total population)

55.3 51.8 51.4 58.8 55.5 36.8 33.0 33.7 36.2

At-risk-of-poverty rate 
 (% of total population) 19.4 23.5 21.2 25.9 26.4 20.9 19.0 19.2 19.4

Source: author’s construction and calculation based on the Ministry of Welfare, the Ministry of Economics, 
Eurostat data

In addition to the  assessment of the  risk of poverty and social inclusion, 
the  situation with household disposable income should also be appraised. In 
2012, household disposable income at current prices increased by 5.3% and 
reached euro 321 per household member monthly, as compared to euro 304 in 
2011, which exceeds the level of 2007, that is, euro 316. Income rise at constant 
prices (considering inflation) accounted for 3%. The amount is still below the pre-
crisis level of 2008, when household disposable income at current prices reached 
euro 355 (Central Statistical Bureau of Latvia, 2013).
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When assessing the  situation in a  regional dimension, it becomes obvious 
that the most notable increase in household disposable income has been recorded 
in Riga (8.7%), while the income rise in regions varied among 4.6% in Vidzeme, 
4.1% in Kurzeme, 3.9% in Latgale and 3.4% in Zemgale. It is important to note 
that in 2012 the  income gap between regions increased: income in the  Riga 
households reached 121%, in Pierīga  – 105%, in Kurzeme  – 96%, in Zemgale  – 
87%, in Vidzeme – 81% and in Latgale – 75% of the national average.

The following challenges need to be tackled to reduce the high poverty rate 
in Latvia:

–	 Income inequality, including low income of the employed and rather high 
tax burden on low income employees (the problem of the ‘working poor’);

–	 Limited budget resources in the upcoming years;
–	 Insufficient availability of various services, and territories lagging behind 

in terms of service provision.
The  key priority in reducing poverty and social exclusion is the  increase in 

income from paid work, highlighting families with children as a  special target 
group (The Sustainable Development Strategy of Latvia until 2030). This measure 
complies with the  priorities of the  Annual Growth Survey 2013 to tackle 
unemployment and the social consequences of the crisis, facilitate the achievement 
of employment, poverty and social exclusion targets of the Europe 2020 strategy 
and the  implementation of the  flagship initiative European platform against 
poverty.

CATCHING UP TREND OF LATVIA WITH EU-28 LEVEL

Convergence reflects the  degree of progress, while catch-up measures 
the distance to be travelled. Economic theory provides a wide set of indicators for 
measuring convergence of one country with another or to a set of others. Here we 
have taken to indicators. However, the majority of these indicators use the data of 
GDP per capita in PPS.

Till now Latvia’s catching-up trend has never been assessed in a  systematic 
way based on the  latest developments in economic literature on convergence 
theories. To amend this, significant improvement and efforts are needed to assess 
Latvia’s situation based on different approaches set out in economic literature. 

For this article and analysis the authors have chosen two indicators which use 
the data of GDP per capita in PPS as the main data.

First, let us recall the achievements made so far. In the case of Latvia, Eurostat 
data show a continued tendency towards convergence with the EU-28 level.
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Figure 1	 Convergence level of Latvia’s GDP per capita with EU 28 (EU-28 = 100)

In convergence estimation, a  new measure is used for a  calculate country’s 
convergence towards the average EU-28 level (Halmai P., Vasary V., 2010). They 
introduced catch-up rate, which is calculated as follows:

∗

∗ 			   (1)

In this formula (1):	 yi is the level of GDP per capita at PPS for country i at time t; 
				  y*

t is the average of yit for the EU-28; 
				  ∆ indicates the difference between t and t-1;
				  y*

t is the weighted average of the EU-28. 
The  catch-up rate is calculated based on the  historical actual growth rate. 

It provides a  framework for ex-post analysis of the  catching up dynamism. In 
the case of negative catch-up rates the disparity between the country concerned 
and the EU average decreases, while the positive catch-up rate shows an increase 
in this difference.

Looking back at Latvia’s economic development, several cycles of development 
can be seen  –ending up in the  crisis. First, in the  period from 1998 to 2000, 
the average catch-up rate was 4.24, which indicates that Latvia had not undergone 
any convergence, and difference between Latvia and EU-28 was increasing. In 
the  period from 2001 to 2008, that is, before the  crisis, Latvia’s average catch-
up rate was -1.76, which means, that during this time, Latvia’ convergence with 
EU-28 had increased. It is also visible in Figure 1, where GDP per capita increased 
from 39% of EU-28 level in 2001 up to 58% in 2008. After Latvia emerged from 
the  global financial crisis in 2011, the  average catch-up rate climbed to -8.62, 
which indicates a rapid convergence. 

The  GDP data for the  period from 2001 to 2008 demonstrate the  average 
GDP growth rate of 7.3% in Latvia, while the respective figure in the EU-28 area 
was 2.1%. 
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Comparing the  catch-up rate with the  GDP growth trends it can be 
concluded that to achieve Latvia’s convergence with the  EU-28 with a  catch-up 
rate of 1.76, Latvia’s GDP growth needs to be by 5.2 percentage points faster 
than that for the EU-28. In other words, one can conclude that every percentage 
point of Latvia’s GDP growth which exceeds the EU-28 GDP growth increases 
convergence at a catch-up rate of 0.338.

Based on the  authors’ conclusion, further convergence can be predicted for 
the  future (National Development Plan of Latvia for 2014-2020, 2012). Forecasts 
from the  Ministry of Economics of Latvia identify trends in Latvia’s GDP 
growth for 2016-2020 at the level of 4.4% per year, with a following slowdown of 
the growth rate at the level of 3.4%.

 

Source: author’s construction based on the Ministry of Economics, the European Commission
Figure 2	  Forecasted GDP growth rates (2004 = 100, comparable prices)

In comparison, the  European Commission forecasts the  EU’s GDP growth 
for 2014–2015 at the average level of 1.4% per year with a slightly increasing level 
of the average GDP of 1.8 for the  time period of 2016–2020 and a diminishing 
development rate of 1.6% per year for 2020–2030 (European Commission, 2013). 
This means that Latvia’s GDP growth will exceed the  EU-28 GDP growth by 
1.3 percentage points over the  period of 2014–2015, by 2.6 percentage points 
in the  period 2016–2020 and by 1.8 percentage points during the  period of 
2020–2030. Conversion using the  data calculated on the  basis of historical 
trends has resulted in the  forecasted average annual catch-up rate of 0.44 for 
the  period of 2014–2015, of 0.88 for the  period of 2016–2020 and of 0.609 for 
the  period 2020–2030. As described earlier in this article, the  catch-up rate 
provides the  necessary information about the  development of convergence, but 
not the forecasted level of it.



	 Elena Dubra, Kristaps Soms	 69

To assess the forecasted level of convergence of Latvia’s GDP per capita with 
the EU-28 level the authors have referred back to the GDP and GDP per capita 
development in a comparable period of 2001–2008. The average GDP per capita 
growth rate towards the EU-28 level over this period was 2.69 percentage points 
annually, while the  data for the  period from 2001 to 2008 show the  average 
GDP growth rate of 7.3% in Latvia, and of 2.1%, in the EU-28. Both growth rate 
figures allow the  authors to calculate coherence between the  GDP growth rate 
and the development of GDP per capita. The authors have calculated that every 
percentage point by which Latvia’s GDP growth rate exceeds the  EU-28 GDP 
growth rate increases the GDP per capita convergence level by 0.517. 

The  calculation is based on a  historical data set for economic development 
in Latvia, which is similar to those forecasted for future. Taking this into 
account, an estimate can be made of the advancement of Latvia’s GDP per capita 
level compared to the  EU-28 for the  coming years. The  authors have chosen to 
assess a short term, a medium term, and a long term forecast. According to their 
calculations based on the  data mentioned earlier, the  level of Latvia’s GDP per 
capita compared to the EU-28 level in 2015 will increase up to 70%, with a future 
increase of up to 75% in 2020, and up to 87% in 2030. This calculation renders 
a  macro level forecast, taking into account that other development factors will 
be relevant to those that were into force from 2001 through to 2008, the period 
when Latvia achieved significant progress in Cohesion Policy.

The  socio-economic growth in Latvia revealed the  different dynamics of 
several indicators  – GDP, employment and unemployment, wages  – besides an 
increase in their absolute values until 2011. Social situation in Latvia is improving 
development level after a minor shock influenced by crisis. Until now the process 
of social convergence in Latvia has demonstrated a steady growth.

CONCLUSIONS, PROPOSALS, RECOMMENDATIONS

1.	 Convergence policy must be connected with an outlook for the  likely 
future evolution of the  national economy. In particular, as experience has 
shown, the  sustainability and robustness of the  convergence process after 
the  euro adoption is to a  significant extent endogenous and it depends on 
a  Member State’s domestic policy orientations after it has joined the  euro 
area. Convergence processes for the  EU states must be based on the  strong 
economic growth of GDP per capita.

2.	 Convergence policy is a  place-based policy, which gives a  role to each 
European state in the sense that it is not an obstacle to the optimal allocation 
of economic activity, but can become a source of growth on its own. Recent 
economic theory confirms this approach in numerous case studies which show 
that ‘geography matters’ and that convergence policy can make a difference. In 
fact, the EU has achieved impressive economic and social convergence since 
1988. At the level of the state, relatively strong economic growth of those with 
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a  low GDP per capita has meant that EU state have been converging living 
standards. 

3.	 Convergence in the  European Union over the  past years demonstrated 
a  relatively steady pace. The  inverse relationship between growth and 
the  level of income is considered β- convergence. If this factor is present, 
poorer countries get closer to the richer ones. Socio-economic convergence of 
the new Member States such as Latvia has been considered as one of the most 
important economic development targets in the EU. It supports job creation, 
competitiveness, economic growth, improved quality of life, and sustainable 
development.

4.	 The main tasks of Latvian economy for the recent years 2014–2020 are taken as 
the important priorities developing of social legislation, situation in the income 
growth, improving pension policy and education system, and the  labour 
market development in order to reach the goals of the Europe 2020 strategy.

5.	 The  situation in social policy in Latvia continues improving. According to 
the authors’ calculation based on the methodological framework of the latest 
convergence theories, the  level of Latvia’s GDP per capita compared to 
the EU-28 level in 2015 will increase to 68.1%, with future increase of up to 
75.3% in 2020 and up to 87.0% in 2030.

6.	 European national economic strategies have been related to the influence of 
several internal and external factors. Latvia’ participation in EU convergence 
process can be sufficiently supports for improvement sustainable development, 
job creation, economic and competitiveness growth, and quality of life. 
The socio-economic development of Latvia reflects the goals and tasks defined 
by EU programming documents and social strategies. In order to improve 
the  informational background, the  authors offer a  unified flowchart of 
research-related information on the assessment of and forecasts for the social 
situation and convergence in Latvia. 

7.	 EU national economic strategies are related to the influence of several internal 
and external factors. Latvia’s participation in EU convergence process can 
guarantee political stability and sufficiently consistent implementation of 
economic and social strategies and programmes. The development of economic 
situation in Latvia and forecasts about its future will allow Latvia to increase 
the  level of its social convergence with the EU-28 level in a  sustainable, but 
strongly developed level, reaching 87.0% in 2030.

8.	 Taking into account the current socio-economic problems in the EU countries, 
the European cohesion policy should devote more attention to countries with 
a minimum income level and high income disparity with the aim of reducing 
inequality and enhancing social convergence among EU Member States.

9.	 The macroeconomic and social development scenario in Latvia for 2014–2020 
is based on the assumption that the situation in the euro area will continue 
stabilising and gradually return to growth from 2014 onwards. Therefore, 
with growth resuming in the euro area and in Latvia’s major external market – 
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the  EU, external demand for the  exports of Latvian goods and services is 
expected to increase, thus promoting further economic and social development 
of Latvia.

10.	 Employees in Latvia also become more and more aware of the  possibilities 
offered by the global EU market. It requires not only a structure of national 
social models. but also on the strategic choice of countries concerning the social 
policy. The  studies of Latvian future social development and governmental 
decisions need a pragmatic approach to financing in order to create jobs and 
reduce the poverty level and social disparities in the national economy.

11.	 The  overall enhancement of socio-economic policy is connected with 
investment flows, new technologies and productivity growth. Recent 
development trends in the Latvian economy, which shows a significant GDP 
increase compared to other EU countries, were taken into account in order 
to forecast future growth with an expected average annual GDP increase by 
3.5–4.5% and this is taken into account when establishing priorities for social 
legislation, situation with the  income growth, improvements to the  pension 
policy and the education system, and expanding the labour market. 
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Abstract 
In our increasingly globalised economy, global competitiveness of countries 
and means to measure are also growing in significance. One the  strongest 
motivating forces behind competitiveness is the ability to improve chances for 
attracting foreign direct investment (FDI), which in turn is a  very substantial 
factor for increasing prosperity. One of the ways to measure it is by comparing 
the  extent of economic freedom that countries have, which, as surveys show, 
can also largely explain differences in living standards across the  world. 
The purpose of this article was to examine the effect of economic freedom on 
the  attraction of FDI in the  Baltics. By using the  Index of Economic Freedom 
with its 10 components, and comparing the historic scores of economic freedom 
in the economically homogenous Baltic states with their attracted foreign FDI 
over the  years, it becomes evident that economic freedom has had an impact 
on promotion of these investments, which can also be partly explained by 
differences in the enforcement of intellectual property rights.

Keywords: Foreign direct investment in the Baltics; economic freedom and its 
components; competitiveness; The  Index of Economic Freedom; intellectual 
property rights

JEL code: B12; E22; E61; E62; E63; E66; F43; F63; H50; I00; O34; O52; 
O57; P14

INTRODUCTION

In our increasingly globalised economy, global competitiveness of countries 
becomes only exponentially more important. Not surprisingly, this matter 
gets more attention from national countries, researchers and their represented 
institutions and organisations, as well as from others concerned with the  topic.

Countries, in order to maintain their competitiveness in the global economy, 
devote significant resources to analysing it and taking the  appropriate steps 
towards necessary improvements, which usually involve mid-term and long-
term policy planning. Researchers with the  institutions and organisations they 
represent have invested a great deal of effort into establishing of methodologies to 
evaluate competitiveness of countries, despite its complicated nature.

Nevertheless, in spite of a huge criticism these indices often get, also largely 
due to different misunderstandings about their role and goals, the  overall 
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trends generally show that the  same countries earn the  same places from index 
to index, which are also in accordance with their relative wealth and quality of 
life, when used in comparison with other countries. To a  large extent, based on 
the  free market capitalism philosophy of the  18th century Scottish philosopher 
and economist Adams Smith, one of the means that serves to evaluate economic 
competitiveness of countries is to assess the extent of their economic freedom.

The aim of this article is to investigate how competitiveness through economic 
freedom has affected the attraction of FDI in the Baltic economies. All three of 
these countries1 are economically very homogenous, thus being ideally suited for 
the evaluation of how various policies affect an economy. 

To achieve this aim, a number of tasks were set. These tasks in the order of 
sequence are as follows: 

•	 do a review of literature on competitiveness and economic freedom;
•	 look at the most popular economic freedom indices;
•	 find the reasoning for economic freedom and its composing components;
•	 investigate how economic freedom has affected the attraction of FDI in 

the Baltics; and
•	 examine the current situation of economic freedom in the Baltics.
To achieve the  above-mentioned tasks, mainly descriptive, analytical and 

comparative methods were used, as well as others to a lesser extent, for example, 
the  historical method was employed to explore how economic freedom has 
impacted the attraction of FDI in the region.

Accordingly, to evaluate how economic freedom has affected the  attraction 
of FDI in the Baltic States, the remainder of this paper is structured as follows. 
Section 2 provides a brief review of literature about this topic, Section 3 covers 
The Index of Economic Freedom and other indices measuring economic freedom, 
Section  4 explains the  reasoning for economic freedom and its components, 
Section 5 looks at the economic freedom situation in the Baltic states and how it 
has influenced the attraction of FDI in the region, and finally, Section 6 outlines 
the conclusions and interpretations derived from this research.

BRIEF REVIEW OF LITERATURE

Depending on the  context in which competitiveness is being described, 
definitions of it also differ. Given that in this article competitiveness is looked 
at in the  context of national competitiveness, the  author went through some of 
the definitions that exist for explaining it.

Some of the  most prominent researchers on competitiveness, Mercedes 
Delgado, Christian Ketels, Michael Porter and Scott Stern, in their joint 
research about the  factors defining national competitiveness also accentuate 

1	 Estonia, Latvia and Lithuania.
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that the  national competitiveness definitions are very different, depending 
on the  point of focus. Some equate competitiveness with the  ability to achieve 
certain overall outcomes, such as a high standard of living and economic growth. 
Other definitions focus on the  ability to achieve specific economic outcomes 
such as job creation, exports, or FDI. Still other definitions see competitiveness 
as defined by specific local conditions such as low wages, stable unit labour costs, 
a balanced budget, or a competitive exchange rate to support the current account 
surplus (Delgado et al., 2012).

Possibly the  best-known researcher of competitiveness, the  Harvard 
University professor Michael Porter, has said on the matter of national competi-
tiveness that a nation’s prosperity depends on its competitiveness, which is based 
on the  productivity with which it produces goods and services. Sound macroe-
conomic policies and stable political and legal institutions are necessary, but not 
sufficient conditions to ensure a  prosperous economy. Competitiveness is root-
ed in a  nation’s microeconomic fundamentals  – the  sophistication of company 
operations and strategies and the  quality of the  microeconomic business envi-
ronment in which companies compete. An understanding of the microeconomic 
foundations of competitiveness is fundamental to national economic policy 
(Porter, 2014).

Looking from this perspective, competitiveness becomes strongly connected 
with productivity. There is a  wide belief, backed up by numerous pieces of 
research, that productiveness is one of the central aspects to explain differences in 
wealth of the nations.

Structural policy documents such as the Policy Agenda for Growth, published 
by the  Organization for Economic Co-operation and Development (OECD, 
2005) and the European Commission 2020 Strategy (EC, 2010) are largely based 
on the competitiveness enhancing activities which promote productivity.

Largely based on the beliefs of the aforementioned 18th century philosopher 
and economist Adams Smith regarding the  benefits of the  free market, which 
were published as early as in the year 1776 in his famous book “An inquiry into 
the nature and causes of the wealth of nations”, competitiveness is looked up from 
the  standpoint of economic freedom. In the  years to follow, it has been backed 
up by countless research, showing the  contribution of economic freedom on 
the wealth of nations.

In the  era of mercantile economic thinking, Smith came up with totally 
revolutionary and novel ideas. He argued that regulation of commerce is 
unproductive, hindering people from investing their own resources into actions 
where they see the  best economic use of it. By not developing free trade and 
competition, introducing tariffs, establishing monopolies and subsidy systems, 
consumers eventually are forced to pay a higher price than they would under free 
competition conditions.

Given these reasons, Smith believed that the  role of the  state has to be 
limited, in order to not distort the  free market economy. Its major role is to 
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ensure external and internal safety of a state, the rule of law, the development of 
infrastructure and promotion of education. That of course can be done through 
taxation, which Smith does not deny, but underlining at the  same time that 
the level of taxation should be at the level that citizens can afford. However, he 
would still oppose the taxation of capital, because availability of capital is one of 
the productivity pillars.

As concerns productivity, Smith also believed that labour specialisation is 
critical for the  labour productivity, which, through economic profit making, 
leads to the accumulation of capital, which in turn allows investing in even more 
productive devices and processes.

Many contemporary economists have also tried to explain the  concept of 
economic freedom. Definitions of this concept also vary, just like for the concept 
of competitiveness; nevertheless, the  common thing here is that they all put 
emphasis on the principles of free market trade and private property rights.

Economists such as Lawrence McQuillan, Michael Maloney, Eric Daniels 
and Brent Eastwood, which in the  past have themselves introduced an index 
of economic freedom for the  U.S., describe economic freedom as the  right of 
individuals to pursue their interests through the voluntary exchange of property 
which is subject to the rule of law. It is this kind of economic freedom that lays 
sound foundations for an economy. Economic freedom under a minimal extent 
of state interference, in order to ensure safety and reliability of a  legislative 
basis, judicial or court rules, are critically important, because otherwise it 
would only serve as a hindrance for economic freedom. State rules that ensure 
these rights promote economic freedom.

Nevertheless, there are researchers that cast doubt on the  special merits of 
economic freedom in the  global economy. One of the  most prominent of them 
is Paul Krugman. He argues that when one compares countries, the  level of 
productivity is the  thing that really matters, not competitiveness measures, 
because countries do not compete with each other in any relevant manner and 
focusing on competitiveness leads only to destructive state policies. 

One can only partially agree to this statement. As outlined above, there 
is undoubtedly a  correlation between competitiveness and productivity 
improvements, and taking this into consideration, it would be wrong for 
countries to not compare their competitiveness against other economies in this 
era of continually increasing globalisation, where economies co-operate and 
at the  same time compete with their goods and services in the  global market. 
The words of the 17th century Japanese Buddhist Samurai, Miyamoto Musashi, 
that it is hard to understand the  Universe by exploring only one planet, fit 
the situation very well.

Krugman is also critical about economic freedom, which he associates with 
a  dominance of foreign companies in countries that for various reasons are in 
lower stages of economic development, which given their advantage of the  level 
of accumulated capital makes it easy for them to take over local businesses. That 
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becomes especially evident in times of periodical economic crises, which in turn 
are often stimulated by asset bubbles that are in part caused by the  influx of 
investment. 

Also in the  cases of full capital liberalisation, short term speculative 
investments often evolve in underdeveloped countries, which without sufficiently 
effective regulatory framework can provoke distress of a financial system (Stiglitz, 
2000). However, in the  case of foreign direct investment, risks are not so high, 
given that capital cannot flow away just as swiftly.

Another negative aspect of increasing economic freedom in developing 
economies is that countries have to go through the phase of increasing inequality 
(Berggren, 2003), which basically is a result of decreased redistribution.

These of course are not the only negative effects on societies from economic 
freedom or liberalisation: the  author can add factors like, for example, running 
local enterprises out of business, takeover of competitive firms, enforcing 
the  interests of foreign companies, dependence on foreign capital, deteriorating 
work rights, harmful manufacturing for the  environment, introduction of 
commercial practices that are not favourable for consumers, as well as presenting 
danger to survival of national cultures.

All these arguments about the  negative side effects of economic freedom 
are very strong under the  conditions of world capitalism, which is dependent 
on cross-border trade and investments (EC, 2013), and have fully demonstrated 
their effect on the  Baltic economies as transition economies that only regained 
their independence after the collapse of the Soviet Union. Nevertheless, the short 
term negative impact of economic freedom is being outweighed by its positive 
impact in a  longer term, as countless studies have shown. When looking at this 
matter from the  standpoint of the  Baltic countries, economic freedom is very 
critical for these small economies, given that they cannot build their prosperity 
on valuable natural resources like, for example, the  Persian Gulf countries, or 
even on historically accumulated capital like the  Scandinavian countries, given 
the tough historic legacy of the Baltics in the 20th century. Regarding the  latter, 
however, it is important to note that Norway has built its economic prosperity 
largely thanks to the abundance of natural resources that it possesses.

Another crucial factor is that despite the fact that improvements in economic 
freedom do not automatically mean greater output, it plays a  substantial 
role in creating a  positive image about an economy, which again is important 
for the  attraction of FDI (Berger and Bristow, 2009). That alone means that 
countries may find it worthwhile to pay some attention to these wildly disputed 
indices.

Also very importantly, research on economic freedom reveals that although 
it has its negative effects, overall trends are indicative that countries with higher 
levels of economic freedom have not only higher gross domestic product per 
capita and higher growth rates, but also better health care, education system, 
environment protection (Roberts and Olson, 2013), as well as greater income 
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equality (Esposto and Zaleski, 1999), and, maybe above all, happiness results 
(Gropper, 2011). These trends of increasing prosperity with augmenting 
economic freedom are confirmed even when one compares these results within 
the  territories of countries (Stansel, 2013), (Davies, 2013), among others. 
However, in various studies opinions differ on the importance of each economic 
freedom component in acquiring prosperity.

INDEX OF ECONOMIC FREEDOM AND OTHER 
INDICES  MEASURING IT

The Index of Economic Freedom by the Heritage Foundation and The Wall 
Street Journal has been published annually since 1995. The  first report of 
economic freedom included 101 countries; currently it already covers 186 
countries, including even the least free country in the world – North Korea. That 
is possible given the  methodology of the  index, which does not require direct 
involvement of countries to evaluate their level of economic freedom. 

The  authors of the  index approach competitiveness through economic 
freedom, which according to them is the  most important precondition of com-
petitiveness. The  less countries are regulated by their governments, enhancing 
economic freedom, the more competitive and wealthier they will be. Economic 
freedom is defined as the core right of individuals to manage their own work and 
property. In an economically free society individuals are free to work, produce, 
consume and invest as they like, economically free countries let the  workforce, 
capital and goods move freely, abstaining from interference and restrictions more 
than it is necessary for ensuring freedom as such (The  Heritage Foundation, 
2014; Vanags, 2005).

The  Index of Economic Freedom methodology is based on 10 components 
composing economic freedom, which all are grouped in 4 pillars where countries 
perform some kind of regulating functions:

•	 Rule of Law (property rights, freedom from corruption)
•	 Limited Government (fiscal freedom, government spending)
•	 Regulatory Efficiency (business freedom, labour freedom, monetary 

freedom)
•	 Open Markets (trade freedom, investment freedom, financial freedom)
In order to achieve a  more comprehensive outlook in these four categories 

of economic freedom, the  index evaluates all 10 components on the  scale from 
0  to  100. All 10 components are weighted equally, given that there has not 
been any conclusive evidence about which of them play a  bigger or lesser role 
in ensuring economic freedom (Gwartney and Lawson, 2003), as well as for 
enhancement of economic prosperity (Diaz-Casero et  al., 2012), (Carlsson and 
Lundstrom, 2001), (Heckelmann and Stoup, 2000), giving both surprising and 
contradictory results, for instance, that trade freedom is not an important factor 



80	 THE IMPACT OF ECONOMIC FREEDOM ON THE ATTRACTION ..

for growth, which is contrary not only to countless other studies, but also to 
contemporary mainstream teachings about the benefits from trade in free market.

Like other indices measuring economic competitiveness and freedom, 
this index is also not ideal and perfect enough to explain the  whole complexity 
of the  subject. Authors of the  index admit it themselves, stressing that it has 
never been their goal. Rather, their goal is to offer data for the  exploration of 
interconnections that exist regarding this matter.

For example, the  famous American economist Jeffrey Sachs in his book 
“The  end of poverty: Economic Possibilities of our Time” has proved that 
a correlation between economic freedom and GDP growth does not always exist. 
This was illustrated by comparing Switzerland and Uruguay, which, despite their 
high economic freedom scores, presented sluggish results in economic growth, 
with China, which, disregarding its relatively low scores of economic freedom, 
experienced unprecedented economic growth (Sachs, 2005). The same findings, 
revealing that improvements in economic freedom do not necessarily mean 
higher economic growth, have also been produced by other research (The  Left 
Business Observer, 2005).

For the  sake of objective index advocacy, it must be remembered that 
the  authors of the  index are not attempting to explain every case of economic 
growth, since the  science of economics is very complex and many other factors 
come in to equation to explain economic growth, like in this instance, China’s 
comparative advantage of using economies of scale. Also one has to keep in 
mind dynamic and static growth factors. Countries like China, which are in 
the dynamic growth phase, have higher GDP growth potential than countries like 
Switzerland, which is in the static growth phase. This has to be kept in mind also 
looking at the other indices of competitiveness, when trying to explain economic 
growth.

Shortcomings of The  Index of Economic Freedom have been investigated 
by Austrian Ludwig von Mises institute researcher Stefan Karlsson, showing 
a number of deficiencies in its methodology, its components, and their choice as 
such. The IEF has been heavily criticised by state officials as well (The Business 
Intelligence, 2008), casting doubt on some of the  appraisals by contradicting 
them with appraisals in other indices and surveys. Another common criticism 
that the  index receives is that given their authors, representing the  Heritage 
Foundation and The  Wall Street Journal, they are openly lobbying interests of 
the  private sector. Also this index gathers its information to give appraisals for 
various components pretty much only from US institutions or international 
organisations that are based in that country.

Without the already reviewed the Index of Economic freedom, published by 
the Heritage Foundation and The Wall Street Journal, currently exist and before 
have existed several other indices to measure economic freedom. The  other of 
the most well-known indices that measure this matter is the Economic Freedom 
of the World index, established by the Canadian based Fraser Institute (Gwartney 
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and Lawson, 2013), and by its structure being very similar to The  Index of 
Economic Freedom, not surprisingly giving also very similar scores (Hanke 
and Walters, 1997). The  EFW report has been already published since the  year 
1980, and unlike the  IEF, it is using more quantifiable data (Gwartney and 
Lawson, 2003), and information mostly from third parties, that is, international 
organisations. At the  current moment the  EWF index compares economic 
freedom data about 152 countries, which is less than covered by the IEF.

The authors of the EFW define economic freedom as the right of individuals 
to have personal choice, voluntary exchange, freedom to compete, as well as 
personal and property safety. When economic freedom exists, it is people who will 
decide what goods and services will be produced. Clearly, people will take part in 
exchanges that are beneficial for both sides. Personal property is the foundations 
for economic freedom, for those reason individuals have the right to choose how 
they will use their time and skills, and at the same time they do not have the right 
over the  time, skills and resources of others, meaning that they do not have 
the right to demand from others (Gwartney and Lawson, 2003).

The  index itself consists of 42 factors, which are divided into 5 economic 
freedom pillars: 1) Size of Government; 2) Legal Structure and Security of 
Property Rights; 3) Sound Money; 4) Freedom to Trade with Foreigners; 
5) Regulation of Credit, Labour, and Business.

As in the case of the IEF, the EFW also adds up all the component scores to 
obtain the average score afterwards, not putting any additional weight on any of 
the components or factors. 

Other less widespread indices to measure economic freedom exist without 
these two, measuring it globally, and, in cases of larger countries, measuring it on 
a national scale. For example, besides the aforementioned indices used in North 
America, two indices have been used to measure the level of economic freedom in 
India, one of them applying the methodology obtained from the Fraser Institute. 

THE REASONING FOR ECONOMIC FREEDOM 
AND  ITS  COMPONENTS

The  vital positive impact of economic freedom for growth has been proved 
by a  wide number of empirical surveys (Kim, 2014; Berggren, 2003; De Haan 
and Sturm, 2000, among others). However, opinions differ whether economic 
freedom explains economic growth in the initial stage of economic development; 
many studies show that its positive contribution can be felt only at the  latter 
stages and in a longer term. Also importantly enough, it was found by comparing 
the  Index of Economic Freedom data, that growth follows and not precedes 
improvements in economic freedom (Heckelman, 2000).

Growth can be largely explained by the  positive contribution of economic 
freedom to attracting foreign direct investment (Choong, 2010): it is very 
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important for productivity improvement, and also basically means improvement 
in competitiveness, giving greater opportunity for growth which eventually 
makes it possible to raise capital savings that can be used to invest in further 
productivity enhancing activities.

That said, it should be recalled here that the  attraction of the  FDI does not 
automatically guarantee economic growth (Azman-Saini et al., 2010). The level of 
economic freedom is very important when attracting investments, since it allows 
a better absorption of benefits from the presence of multinational corporations, 
such as transfer of technologies and processes, professional development of 
workforce, economic opportunities arising from global value chains, reorientation 
of a country from producing raw materials to manufacturing final product, and 
a number of other positive contributions to economic development. Results show 
that in countries where economic freedom is higher, a positive effect from the FDI 
is higher than in countries with a lesser degree of freedom.

As previously stated, methodologies and components of the both most well-
known indices of economic freedom are very similar, thus yielding very similar 
results (Hanke and Walters, 1997). Therefore, the  author of this article, having 
acquainted himself with the reasoning behind the component choice for the IEF 
and the  EFW (Miller and Kim, 2011; Gwartney and Lawson, 2003), which 
basically relies on the teachings of the famous Scottish philosopher and economist 
Adams Smith about the free market principles, and on the work of other scientists, 
has summarised reasons why these particular components have been chosen for 
measuring economic freedom, at the same time exploring the scientific reasoning 
for their necessity in achieving economic prosperity.

The  property rights component is important for economic freedom given 
that obtaining property is one of the main motivating incentives for people to get 
involved in economic or intellectual activities. If a physical or legal person cannot 
be sure about the  ability to manage resources or property they have produced, 
it will diminish the person’s motivation to invest effort and resources to acquire 
it, in the  case of both material and intellectual property. In order for a  subject 
to feel safe about his property, there is a need for appropriate legislation, which 
has to be both introduced and implemented through a transparent, independent, 
honest judicial system, accessible for everyone. It is not only important from an 
economic point of view, but also from the standpoint of human rights. It is also 
very important that the court system offers equal attitude, no matter from which 
country one comes, which becomes even more important in the  increasingly 
globalised economy, not least because it is crucial for the  attraction of foreign 
resources.

The  importance of this component has been proven by various surveys. 
For example, it has been shown that growth in countries with strong property 
rights, if compared to countries where property rights are weak, is twice as 
high (Weimer, 1997). It is widely believed that one of the  reasons that do not 
let African countries to fully develop is the  lack of appropriate property rights 
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system like in the Western world (De Soto, 2003). When comparing performance 
of the former Soviet-occupied countries and the Soviet Union’s satellite states in 
Eastern Europe, the findings show that weak protection of intellectual property 
rights scares away potential investors in technologically intensive sectors, and 
impede the deriving of the benefits associated with the presence of multinational 
corporations, which, in the best case scenario, get involved in projects that deal 
with production distribution, not manufacturing (Javorcik, 2004).

The freedom from corruption component is important for economic freedom 
since corruption depletes national resources by circumventing the  principles 
of competition and effectiveness. Besides, corruption does not end with plain 
bribery and bribe-taking to achieve a  certain favourable outcome, it comes in 
various shapes and forms, such as embezzlement, extortion, nepotism and others. 
As a  consequence of all these actions narrow groups of people get privileges at 
the  expense of others, and eventually at the  expense of the  society as a  whole. 
Threats of corruption are especially acute in economically and politically unfree 
and constrained countries, where private initiatives have limited opportunities 
to acquire resources, and authority and power to allocate those is concentrated 
in the hands of government officials. If this environment is complemented by low 
levels of transparency, which usually is the case, it creates very fertile ground for 
corruption.

The importance of inclusion of the freedom from corruption component has 
been recognised by a  wide number of surveys, showing the  negative impact of 
corruption on economies. It has been discovered that deterioration by one stand-
ard point in the corruption index lowers investments at the rate of 2.46%, which 
in turn supresses growth by 0.34% (Pellegrini and Gerlagh, 2004). That in turn 
decreases absolute public expenditure, including in such important fields for long-
term economic development as education and infrastructure (Mauro, 1997). For 
example, it has also been shown that the risk of corruption becomes more acute 
in countries where more than 50 days are needed to register a business (Dreher, 
2013), which points to deficiencies in the domestic regulatory environment push-
ing people to accelerate legal procedures of registering an undertaking with bribes 
or not registering one at all, thus possibly exerting a  further negative impact on 
the well-being, and in many cases even safety, of the society. 

The government expenditures component has been included in the measuring 
of economic freedom because a  too large government share in gross domestic 
product impedes private initiative, and by that, productivity, which rises as 
a  result of competition. However, the  positive effect from public expenditure 
that enhances the  quality of infrastructure, education, the  rule of law, etc., is 
acknowledged, under the circumstances where by means of free market forces it 
is not possible to get the best outcome, and which eventually supports growth and 
efficiency of the private sector. From the point of view of fundamental economic 
freedom the  argument goes that the  larger share of a  country’s resources goes 
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through the state budget, the lesser is economic freedom of the society, which in 
turn gives rise to many risks from the political and civil freedom perspective.

The  other of the  government size pillars is the  fiscal freedom component, 
which has reasoning very similar to that behind the government size component, 
namely, that state interference in the  free market economy with too high 
a  taxation level hinders economic growth, not only decreasing motivation for 
the society to involve in commerce, but also impeding productivity and growth, 
since increasing the overall tax burden decreases entrepreneurship encouraging 
consumption and lowers the amount of total capital that can be reinvested back 
into economic development. From the  point of view of fundamental economic 
freedom, the  government by levying taxes on income earned by one part of 
the society, to later transfer it to another part of the society, restricts the economic 
freedom of the people.

Given that both of these government size components are hard to separate 
one from the other, the results of empirical surveys about them were approached 
together. Still, the  inclusion of these components among factors instrumental 
for achieving economic prosperity can be the most disputable approach: just by 
primitively looking at the  bottom and top of scores in these components, one 
can see that, according to the methodology of The Index of Economic Freedom, 
the  lowest scores have been received by countries that are relatively very 
prosperous, and the highest scores have been given to countries that are relatively 
poor. Nevertheless, research shows that an oversized government in its economy 
decreases economic activity (Diaz-Casero et al., 2012), thus negatively impacting 
growth (Bergh and Karlsson, 2010), increasing unemployment (Feldmann, 
2006). Still, as regards growth, it has been mentioned that countries, through 
properly functioning institutions, can diminish the negative effect from taxation 
on enterprises, or even eventually gain from it through successful redistribution, 
which promotes economic growth in a  longer term, thus positively affecting 
economic growth and employment.

The  business freedom component is important for economic freedom given 
that excessive regulatory rules for business impede its development, consuming 
resources, which in turn lowers productivity. In the  case of too complicated 
and difficult regulatory requirements in relation to various kinds of economic 
activity, many serious risks to an economy come into play, for example, the risk of 
corruption increases in the public sector due emerging motivation for corruption, 
while the  share of unregistered shadow economy is increasing in the  private 
sector, because it becomes much easier to not register economic activity at all.

The  importance of the  business freedom has been proved in vast amounts 
of research literature. One of the  pieces of research shows that by improving 
a  country’s positions in the  Doing Business index from the  lowest performing 
quartile to the  highest performing, on average gives a  2.3% higher growth of 
annual gross domestic product (Djankov, 2006), having an even bigger positive 
effect on economic growth than increasing the  number of pupils who have 
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received the basic and high school education. Summarising the complex influence 
of the  insolvency factor, there is a  wide consensus that a  well-functioning 
insolvency system affects positively economic dynamism in the  private sector 
(Klapper, 2011); through faster return of funds, saving businesses, accessibility of 
funds and other factors. Another of the business freedom composing indicators – 
dealing with construction permits  – is not only important for safeguarding of 
people, considering that excessive requirements enhance disregard for the rules 
(Moullier, 2009), but also from the  economical point of view, for example, 
attraction of foreign direct investment, which advances economy.

Labour freedom is important for economic freedom given that the  labour 
force market in its essence is just like other markets of resources, and just like in 
any other market, artificial regulating of it through means of setting minimum 
wages, centralised salary setting, hiring and dismissal conditions, unemployment 
allowances and other regulations, which are not based on the  principles of free 
market exchange, are not desirable for productivity and development of an 
economy. From the  standpoint of fundamental economic freedom people have 
the right to work where and how much they like, if not, their economic freedom 
is restricted.

This component has been justified by various surveys. It has been shown 
that excessive workforce market regulation decreases employment and increases 
unemployment, both in Europe (Munkhammar, 2011), and in the  member 
countries of the OECD as a whole (Siebert, 1997). In the case of Europe this is 
very important given the trends of globalisation and ageing population. Besides 
the  fact that excessive workforce regulation hinders attraction of the  foreign 
direct investment, it is also significant that in case of success, movement from 
an enterprise where new knowledge has been acquired to a  local enterprise is 
more difficult, making knowledge transfer from multinational corporations 
troublesome (Fosfuri, 2001), which is not a positive thing for the development of 
knowledge based economy.

Monetary freedom is important for economic freedom because money is 
an instrument of value exchange and accumulation, which loses its value with 
inflation, taking away the  motivation for the  subject to acquire it. If inflation 
is not constrained and is too high, it makes long term planning harder, raising 
expenses, distorting comparative prices, etc. A controlled and desirably low level 
of inflation allows for better planning in a longer term, sustaining price stability 
and competitiveness. There is also a  widespread belief among liberal approach 
economists that price controls worsen market effectiveness and lead to deficits 
and shortages, as well as promote inflation in a longer term, so due to these reasons 
direct or indirect price controls through various subsidies and state enterprises 
are not desirable.

Reasoning for the role of this component in achieving economic development 
can be found in numerous literary sources. It is accentuated in one of them 
that monetary freedom is one of the  most critical components for economic 
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freedom (Ayal and Karras, 1998) which promotes the  accumulation of capital 
and growth through successfully containing inflation and the restricted role that 
state enterprises play in an economy. Through control over prices, countries are 
depriving subjects of motivation for investing their resources in the development 
of certain industries and satisfaction of their demands (Filson, 2007), thereby, as 
a  result of restricted supply, enhancing a  further increase of price for a  product 
or service, which in many cases may also eventually force economic activity 
into shadow economy. The  affecting of prices through state owned enterprises, 
which do not work on the principles of free market, is not welcomed (Filipovic, 
2005), since this does not enhance, through investments, the  introduction of 
new technologies, processes, and structural reforms, which all are crucial for 
productivity and competitiveness of an economy.

Trade freedom is one of the  other critically important components of 
economic freedom, assuming that global trade is one of the  main forces which 
allow the  globalised economy to evolve. From a  perspective of economic 
development, the  role of foreign trade cannot be underestimated when looking 
at its impact on productivity and competition, ensuring development through 
export and import of products and services. Export gives chance to expand 
markets, use the  advantages of economies of scale, broaden capacity. Import 
gives chance to access the  most updated technology, most effective production 
devices, and cheapest resources. Various restrictions through tariffs, quotas, 
export duties, non-tariff regulatory and technical barriers, or through total bans 
on trade, promote uncompetitive manufacturing, which constitutes an obstacle 
to a successful development of countries in a  longer term. From the perspective 
of fundamental economic freedom, by denying the  right of people to exchange 
their products and services in the international market, their economic freedom 
is restricted.

The positive contribution from trade freedom has been justified by countless 
studies. For example, for every two new jobs created in a European Union member 
state, another is one is created in some other member country (Sousa, 2012), 
which confirms the significance of global trade for the well-being of nations. Here 
one can draw parallels with the case of IPhone, which, despite being designed in 
the USA and assembled in China, gets most of its value through the manufacturing 
of components in enterprises in Japan, Germany, Korea (Xing and Detert, 2010), 
which in turn, to produce these components, use products and services that are 
offered in other countries, thus creating new jobs and income on a global scale, 
beside a  good quality product at an accessible price for consumers. This again 
reminds one of the  significance of imports in sustaining competitiveness and 
productivity (Romer, 1990) through importing raw materials and manufacturing 
equipment.

Investment freedom is significant for economic freedom due to the fact that 
it is one of the principal ways to attract resources, which by flowing to the most 
attractive place promote job creation, knowledge and experience transfer, 
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takeover of innovative processes and competitiveness of products and services. 
It is very important in the present day globalised economy not to put restrictions 
on the  attraction of investments, especially in economies where, for objective 
or subjective reasons, the  level of accumulated capital is low and there is no 
substantial income per person from valuable natural resources in high demand. 

The  importance of the  investment freedom component has already been 
outlined at the  beginning of this article, basically emphasising how vital it is 
for productivity and competitiveness as the  result of new funds and knowledge 
attracted for development. However, in view of their inseparability, the significance 
of attracting investment will be further discussed when the author looks at the only 
economic freedom component that has not been covered yet – financial freedom. 
On the whole, a commonly accepted importance of the  investment climate can 
even be proved just by looking at how much resources countries commit to 
the  attraction of investments (Dadush, 2013), for example, by establishing one-
stop investment agencies or various incentives of fiscal and financial nature, like 
tax discounts and state guarantees.

Financial freedom is crucial for economic freedom since it gives access to 
resources that can enable growth and development. The higher the competition 
and financial market development, the  bigger and more versatile opportunities 
to access financial resources, which makes it possible to invest in development, 
for example, in material resources like manufacturing equipment, or intangible 
resources such as professional development of workers, thus improving 
productivity and competitiveness. State interference in the  financial sector is 
necessary only as much as to ensure transparency of financial institutions, so that 
market players can make informed decisions about the  stability of the  financial 
system and possible risks. From the  perspective of economic freedom, the  role 
of the state should be limited to that, because, when countries interfere with free 
competition in one way or another, for example, by holding majority voting right 
over some financial bank, free market principles are distorted.

The significance of this component has been recognised by empirical surveys 
(Alfaro et al., 2010; Alfaro et al., 2004), showing that access to external resources 
is critically important for the  takeover of the  newest technologies, thereby 
ensuring that the productivity competitiveness race is not lost. It has even been 
more important than the development level of human capital; however, one can 
assume that these things need to go hand in hand to obtain the  best possible 
outcome. In addition, many studies have shown (Carkovic and Levine, 2003; 
Hermes and Lensink, 2000), among other things, that both the  banking sector 
and the  stock market play a  very important role in achieving positive spillovers 
associated with foreign direct investment, and that in the  countries where 
financial system is comparatively more developed the  sectors receive more of 
these positive spillovers than in the  countries where the  financial system is less 
developed.
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ECONOMIC FREEDOM SITUATION IN 
THE  BALTIC  STATES

Having regained their independence from the  Soviet occupation only 
one generation ago, and radically reforming their economies to comply with 
the  principles of free market economy, Estonia, Lithuania and Latvia have not 
only become European Union member states but also have been successful 
enough to join the Eurozone. At the moment, being respectively the 11th, the 21st 
and the 42nd freest economies in the world, the Baltic States are setting an example 
to the Southern EU countries – Spain, France, Portugal, Italy and Greece, which 
all get significantly lower appraisals of economic freedom than any of the Baltic 
States. 

Given their homogeneity, that is, similar historical legacy, geopolitical 
situation, inability to sufficiently compete with economies of scale, for objective 
reasons – scarcity of a accumulated capital, lack of valuable natural resources, and 
other similarities, these economies, with their highly educated population, are 
perfectly suited for the evaluation of how different policies affect economic well-
being.

If globally comparable ranks of Latvia have constantly been fluctuating 
from the third to the fifth tenth, earning the highest score in 2005 when Latvia’s 
economy ranked 33rd freest in the world, then Estonia, starting from the turn of 
the  century, have constantly been ranked among the  top ten globally, reaching 
the score of the 8th freest economy in the world in 2003. Lithuania has also earned 
comparatively high scores in economic freedom: it did worse than Latvia before 
the  turn of the  century, unchangingly being globally in the  30’s from the  year 
2003, in the year 2004 earning a result of the 18th freest economy in the world. 
Interestingly enough, the highest comparative positions of the Baltic states have 
been recorded right before joining the EU, still being in the accession talks, proving 
that pressure from international institutions enhance faster implementation of 
necessary reforms, by setting forward their conditions for successful admission. 

In the  Figure 1 it can observed that there has been a  correlation between 
the extent of economic freedom and attracted FDI in the region. Although this 
question requires further mathematical analysis, for a  purpose of illustrating 
the  matter, in this basically two graphs uniting figure, namely, FDI attraction 
per capita from the  left side and IEF score from the right side, it is obvious that 
Estonia, which has always had the very highest scores of all three Baltic countries 
in the  economic freedom, has also been superior than Latvia and Lithuania in 
the attraction of FDI per capita 

This has led to a  situation where Estonia, with 1.3 million inhabitants, has 
accumulated FDI of 18.826 billion USD (UNCTD, 2014), which is more than 
in Latvia, where with 2 million inhabitants it is 13.254 billion, and Lithuania, 
where with the population of 3 million it is 15.796 billion. The accumulated FDI 
per capita in Estonia is 14260.24 USD, in Latvia 6548.99 USD and in Lithuania 
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5315.11 USD, which means that Estonia has accumulated more investment per 
capita than Latvia and Lithuania taken together. However, it also has to be noted 
that despite the  fact that Lithuania has had better scores for economic freedom 
than Latvia, Latvia has been more successful than Lithuania in the attraction of 
FDI per capita.
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Figure 1	 FDI flow per capita and IEF scores in the Baltic States
Source: Inward and outward foreign direct investment stock annual 1980. 2012.  

United Nations Conference on Trade and Development. http://unctadstat.unctad.org/
TableViewer/tableView.aspx

Graph the Data. The Heritage Foundation. http://www.heritage.org/index/visualize

Viewing the results of the Baltic States in the IEF components from a historical 
perspective and the reasons why Estonia has always had better scores of economic 
freedom than Latvia and Lithuania (The Heritage Foundation, 2014), it becomes 
apparent that Estonia has always been convincingly superior in the  property 
rights component, which, as covered before in this article, is a  very important 
condition for attracting investment, especially in technologically intensive 
sectors. Besides, higher results have always been recorded for the freedom from 
corruption, investment freedom, and, to a  lesser extent, for financial freedom.

When comparing the  current situation in the  Baltic states for each of 
the  economic freedom components (The  Heritage Foundation, 2014), it is 
obvious that, as regards property rights, Estonia has the best situation not only 
in the Baltic region, but also in the whole of Eastern Europe, getting the highest 
comparative assessment in the  world along with twelve other countries. In 
both the  other Baltic States that are lagging behind, in Latvia and Lithuania, 
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the  situation being a  little better in the  latter, the  regulatory framework is 
sufficient to equal the best-performing countries; however, a proper enforcement 
and implementation is lacking. 

Of the  Baltic States, fighting corruption has been the  most successful in 
Estonia, which ranks 28th globally in the  Corruption Perception Index report 
for the  year 2013 published by Transparency International, while Lithuania is 
43rd, and Latvia, 49th. However, in the recent years, Latvia has made the biggest 
progress of all the  three Baltic States in this area. It is important to note that 
in this index, used by the  IEF to evaluate freedom from corruption, none of 
the countries are given the top score, with even the highest-performing countries 
earning 9 out of 10 points.

For fiscal freedom the best score from among the Baltic States, according to 
the  index methodology, is given to Lithuania, which has the  lowest taxes, with 
the  total tax burden being 16% of the  gross domestic product; Latvia follows 
with 27.2%, and finally Estonia with 32.8%. In Lithuania, the  top marginal 
tax rate on individual income is 15%, same as for the  top marginal tax rate on 
corporate income, which also stands at 15%. In Latvia these according tax rates 
are 24% and 15%, but in Estonia both are set at the 21% rate. The lowest taxes are 
predominantly recorded in the oil-rich Persian Gulf countries, but the highest, in 
wealthy Western European countries, predominantly Nordic countries.

The  government expenditure, which is calculated on the  basis of 
the  government’s share of GDP, in is almost the  same all three Baltic States, 
ranging from 38% to 39%, and emphasizing once again the similarities between 
these Baltic economies. It is important to note that in Lithuania and Latvia, this 
share has been mildly, but steadily decreasing in the recent years (Eurostat, 2014). 
Estonia is an exception in this case, also in view of the  fact that the  country’s 
tax policies in a  way seem to be heading slowly from the  Baltic taxation model 
towards the Scandinavian one.

From a global perspective, all the three Baltic States show very even and good 
comparative results in the business freedom component, which indicates of their 
sufficiently developed regulatory framework. However, when comparing all three 
countries, Lithuania earns the best score, followed by Latvia, and finally Estonia, 
which, according to the index methodology, is lagging behind only a little, given 
its slightly weaker insolvency system when compared to the other Baltic States.

According to the index methodology, Latvia convincingly earns the best score 
for labour freedom, ranking higher than Lithuania and Estonia, which have very 
similar scores. However, it has to be reminded that although high scores in this 
index are generally good for economic dynamism, they decrease social rights and 
safety of workforce. Besides, from the perspective of investment attraction, expert 
opinions on Latvia demonstrate that potential investors are very much satisfied 
with the workforce regulation in the Baltics when compared to Western Europe. 
From all the countries of the world, the USA shows the most liberal approach to 
this matter.
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Latvia also gets significantly better results as regards monetary freedom than 
Lithuania and Estonia; the  latter has not been as successful as the  other two 
countries of the  region over the  recent years, especially Latvia, in constraining 
inflation, both prior to the  introduction of the  Euro, as well as afterwards. Just 
like all the other countries in Europe and the world, the Baltic States get a lower 
appraisal since they influence prices through state run enterprises and subsidies, 
which, in the past years, have been decreased in order to maintain fiscal discipline. 
One of the main driving forces behind it was fulfilment of the criteria for entering 
the Eurozone and adopting the Euro as the official currency of these countries.

Given that in all the  factors dealing with the  trade freedom and covered by 
the IEF fall into the exclusive competency of the EU, the three Baltic States, just 
like all EU countries, are rated equally high on this component. Still, they do 
not get the  highest comparative score considering that EU, unlike half a  dozen 
other countries across the globe, still has not abolished import tariffs for different 
groups of products. However, it is important to note that all countries in the world 
impose some kind of non-tariff barriers to trade.

Similarly to trade freedom, the Baltic States also show very high comparative 
results for investment freedom, confirming again the  EU’s efforts to decrease 
obstacles to the  attraction of investment. Estonia has the  fewest obstacles to 
the  attraction of investments, followed by Latvia, and then Lithuania, with 
the most obstacles to investment in the region. It must be borne in mind that all 
countries in the  world impose some kind of restrictions on investments, most 
commonly in sectors that are important to the  national security. The  highest 
score in this area has been earned by Luxembourg.

As regards financial freedom, according to the  qualitative assessment by 
the IEF authors, Latvia, although questionably, is lagging well behind Lithuania 
and Estonia. This is despite the  fact that the  total number of banks operating 
in Latvia is higher than in Lithuania and Estonia taken together. Still very 
questionably, but some of the  reasons for a  lower appraisal are less developed 
stock market, the  majority control over a  nationalised bank during the  global 
financial crisis, and efforts to combat the Russian money laundering.

CONCLUSIONS

In an increasingly globalised economy, the  global competitiveness of 
countries, and means to measure it, gain increasing significance, with countries, 
institutions and researchers paying more and more attention to analysing it, and 
devoting resources to the  required improvements, which usually involve mid-
term and long-term policy planning.

One the most important motivating forces behind this is an ability to better 
attract foreign direct investment, which creates possibilities for the  transfer of 
updated technologies and processes, the professional development of workforce, 
economic opportunities offered by global value chains, reorientation of a country 
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from producing raw materials to manufacturing a  final product, and a  number 
of other positive contributions to economic development. However, in various 
researches the importance attached to each component of economic freedom in 
acquiring prosperity differs.

One of the  ways to measure economic competitiveness is by comparing 
the  extent of economic freedom that countries have, which, as surveys show, 
can also largely explain differences in economic well-being across the  world. 
Generally, countries with higher economic freedom have higher gross domestic 
product per capita and its growth rates, as well as better health care, education 
quality, environment protection, income equality, and happiness results. These 
trends of increasing prosperity are confirmed even when one compares these 
indicators within the territories of countries. 

By using the  Index of Economic Freedom with its 10 components, and 
comparing the  historical results of economic freedom in the  economically 
homogenous Baltic States with their attracted FDI over the years, which, given their 
similar historical economic legacy, makes them very suitable for evaluating how 
different policies affect economic well-being, it becomes evident that economic 
freedom has had an impact on the  promotion of these investments, which can 
partly be explained by differences in the  enforcement and implementation of 
intellectual property rights. 

Nevertheless, the author would like to encourage and recommend a  further 
research into the  different correlations between economic freedom with its 
constituting components and investments that promote growth to draw solid 
conclusions about how various policies relating to this field affect it, especially in 
other homogenous regions across the world such as the Baltic States.

REFERENCES
Alfaro, L., Chanda, A., Kalemli-Ozcan, S., Sayek, S. Does foreign direct investment 

promote growth? Exploring the role of financial markets on linkages. Journal of 
Development Economics 61. 2010. pp. 242-256.

Alfaro, L., Chanda, A., Kalemli-Ozcan, S., Sayek, S. FDI and economic growth: the role 
of local financial markets. Journal of International Economics 64. 2004. pp. 89-112.

Ayal E. B., Karras G. Components of Economic Freedom and Growth: An empirical 
Study. The Journal of Developing Areas 32 (spring). 1998. pp. 327-338.

Azman-Saini, W. N. W., Baharumshah, A. Z., Law, S. H. Foreign direct investment, 
economic freedom and economic growth: International evidence. Economic 
Modelling 27. 2010. pp. 1079-1089.

Berger T., Bristow, G. Competitiveness and the Benchmarking of Nations. A Critical 
Reflection. International Advances in Economic Research. Vol. 15., Issue 4. 2009. 
pp. 378-392.

Berggren, E. The Benefits of economic freedom. The Independent Review, v. VIII, n. 2, 
Fall 2003, ISSN 1086-1653. 2003. pp. 193-211.

Bergh, A., Karlsson, M. Government size and growth: Accounting for economic free-
dom and globalization. Public Choice, Springer, vol. 142(1). 2010. pp. 195-213.



	 Edgars Rožāns	 93

Business Intelligence Middle East. UAE challenges its economic freedom ranking in 
paper by Heritage Foundation. http://www.bi-me.com/main.php?id=16985&t=1. 
2008. 31. jan.

Carkovic, M., Levine, R. Does Foreign Direct Investment Accelerate Economic 
Growth?- University of Minnesota, Working Paper. 2003. pp. 26.

Carlsson, F., Lundström, S. Economic Freedom and Growth: Decomposing the Effects. 
Working Paper in Economics no. 33. Department of Economics. Göteborg 
University. 2001. pp. 17.

Choong, C. K., Baharumshah, A. Z., Yusop, Z., Habibullah, M. S. Private capital flows, 
stock market and economic growth in developed and developing countries: 
a comparative analysis. Japan and the World Economy 22. 2010. pp. 107-117.

Eurostat. Total general government expenditure. http://epp.eurostat.ec.europa.eu/
tgm/table.do?tab=table&init=1&plugin=1&language=en&pcode=tec00023

Eurostat. Population on 1 January. http://appsso.eurostat.ec.europa.eu/nui/
submitViewTableAction.do.

Dadush, U. Incentives for FDI. Foreign Direct Investment as a Key Driver for Trade, 
Growth and Prosperity. World Economic Forum. 2013. pp. 41-42.

Delgado, M., Ketels, C., Porter, M., Stern, S. The  determinants of national com
petitiveness. Cambridge.: National Bureau of Economic Research. 2012. pp. 48.

Davies, A., Teague, M. The  Health of Nations: Economic Freedom and Prosperity. 
SMU COX School of Business. O’Neil Center for Global Markets and Freedom. 
2013. pp. 52.

De Haan, J., Sturm, J. On the relationship between economic freedom and economic 
growth. European Journal of Political Economy 16. 2000. pp. 215-241.

De Soto, H. The Mystery of Capital. Basic Books. 2003. pp. 210-211.
Diaz-Casero, J. C., Diaz-Aunion, D. A. M., Sanchez-Escobedo, M. C. Economic freedom 

and entrepreneurial activity. Emerald Group Publishing Limited. Management 
Decision Vol. 50 No. 9. 2012. pp. 1686-1711.

Djankov, S., McLiesh, C., Ramalho, R. M. Regulation and growth. Economics Letters 
92 (3). 2006. pp. 395-401.

Dreher, A., Gassebner, M. Greasing the  Wheels? The  Impact of Regulations and 
Corruption on Firm Entry. Public Choice, Volume 155, Issue 3. 2013. pp. 413-432.

Feldmann, H. Government size and unemployment: evidence from industrial countries. 
Public choice. Dordrecht: Springer, ISSN 0048-5829, ZDB-ID 2075970., Vol. 127. 
2006. pp. 451-467.

Filipovic, A. Impact of Privatization on Economic Growth. Issues in Political Economy, 
Vol. 14. 2005. pp. 22.

Filson, D. The  Impacts of Price Controls on the  Performance of the  Pharmaceutical 
Industry. Claremont Graduate University. 2007. pp. 49.

Fosfuri, A., Motta, M., Ronde, T. Foreign direct investment and spillovers through 
workers mobility. Journal of International Economics 53. 2001. pp. 205-222.

Heckelman, J. Economic freedom and economic growth: A  short run causal 
investigation. Journal of Applied Economics, Vol. III, No. 1. 2000. pp. 71-91.

Heckelman, J. C., Stroup, M. D. Which Economic Freedoms Contribute to Growth? 
KYKLOS, Vol. 53. 2000. pp. 527-544.

Hermes, N., Lensink, R. Foreign direct investment, financial development and 
economic growth, SOMResearch Report, 00027. University of Groningen. 2000. 
pp. 24.

Gwartney, J., Lawson, R. The  concept and measurement of economic freedom. 
European Journal of Political Economy. Vol. 19. 2003. pp. 405-430.



94	 THE IMPACT OF ECONOMIC FREEDOM ON THE ATTRACTION ..

Gwartney, J., Lawson, R., Hall, J. Economic Freedom of the World 2013 Annual Report. 
2013. pp. 284 

Hanke, S., Walters, S. Economic freedom, prosperity, and equality: a  survey. Cato 
Journal 17. 1997. pp. 117-146.

Harvard Business School Insitute for strategy and competitiveness. National 
Competitiveness. http://www.isc.hbs.edu/econ-natlcomp.htm.

Javorcik, B. The composition of foreign direct investment and protection of intellectual 
property rights: evidence from transition economies. European Economic Review 
48. 2004. pp. 39-62.

Karlsson, S. The Failings of the Economic Freedom Index. Mises Daily. Ludwig von 
Mises Institute. 2005.

Kim, A. B. Advancing Freedom: The  Path to Greater Development and Progress. 
2014 Index of Economic Freedom. The Heritage Foundation and Dow Jones & 
Company, Inc. 2014. pp. 12.

Klapper, L. Saving Viable Businesses. The  effect of Insolvency reform. Viewpoint. 
Public policy for the private sector. 2011. pp. 4.

Krugman, P. Fire-sale FDI. Capital Flows and the Emerging Economies. The University 
of Chicago Press. Chicago. 2000. pp. 17.

Krugman, P. Making sense of the competitiveness debate. Oxford Review of Economic 
Policy. Vol. 12., No. 3. 1994. pp. 1-9.

Left Business Observer. Laissez-faire Olympics. http://www.leftbusinessobserver.
com/FreedomIndex.html. 2005. 26. mar. 

Mauro, P. The  Effect of Corruption on Growth, Investment and Government 
Expenditure: A  Cross-Country Analysis. Corruption and the  Global Economy. 
Institute of International Economics. 1997. pp. 25.

McQuillan, L. J., Maloney, M. T., Daniels, E., Eastwood, B. M. U.S. Economic Freedom 
Index: 2008 Report. Pacific Research Institute. 2008. pp. 82.

Miller, T., Kim, A. 2011 Index of Economic Freedom. Chapter 2. Defining Economic 
Freedom –The Heritage Foundation and Dow Jones & Company, Inc. 2011. pp. 27.

Miller, T., Kim, A. B., Holmes, K. R. 2011 Index of Economic Freedom. Countries. 
The Heritage Foundation and Dow Jones & Company, Inc. 2011. pp. 370. 

Miller, T., Kim, A. B., Holmes, K. R. 2014 Index of Economic Freedom. The Heritage 
Foundation and Dow Jones & Company, Inc. 2014. pp. 7.

Moullier, T. Reforming Building Permits: Why Is It Important and What Can IFC 
Really Do. International Finance Corporation. 2009.

Munkhammar, J. 2011 Index of Economic Freedom. Chapter 2. The urgent need for 
labor freedom in Europe and the  World. The  Heritage Foundation and Dow 
Jones & Company, Inc. 2011. pp. 10.

Pellergini, L., Gerlagh, R. Corruption’s Effect on Growth and its Transmission 
Channels. Kyklos 57 (3). 2004. pp. 429-456. 

Romer, P. Endogenous technological change. Journal of Political Economy 98. 1990. 
pp. 33.

Sachs, J. The  End of Poverty: Economic Possibilities for our Time. Penguin Books, 
ISBN 1-59420-045-9. 2005. pp. 320-321.

Siebert, H. Labor market rigidities: at the root of unemployment in Europe. Journal of 
Economic Perspectives 11. 1997. pp. 37-54.

Smith, A. An inquiry into the nature and causes of the wealth of nations. An electronic 
classics series publication. 2005. pp. 786.

Sousa, N. Extra-EU exports and employment. DG Trade Chief Economist Note, No 2. 
2012.



	 Edgars Rožāns	 95

Stansel D., McMahon F. Economic Freedom of North America 2013 Annual Report. 
2013. pp. 92.

Stiglitz, J. E. Capital market liberalization, economic growth, and instability. World 
Development 28 (6). 2000. pp. 1075-1086. 

The  Heritage Foundation. About the  Index. http://www.heritage.org/index/about.
The Heritage Foundation. Graph the Data. http://www.heritage.org/index/visualize.
Trade: a  key source of growth and jobs for the  EU. Commision contribution to 

the European Council. European Commision. 2013. pp. 20.
United Nations Conference on Trade and Development. Inward and outward foreign 

direct investment flows annual 1970-2012. http://unctadstat.unctad.org/
TableViewer/tableView.aspx?ReportId=88.

United Nations Conference on Trade and Development. Inward and outward foreign 
direct investment stock annual 1980-2012. http://unctadstat.unctad.org/
TableViewer/tableView.aspx.

Vanags, A., Leduskrasta, Z. Latvijas konkurētspēja un tās izvērtējums starptautiskos 
reitingos. Baltijas Starptautiskais Ekonomikas Politikas Studiju Centrs. 2005. 
9.-10. lpp.

Weimer, D. L. The political economy of property rights. Cambridge University Press. 
1997. pp. 8-9.

Xing, Y., Detert, N. How the  iPhone Widens the  United States Trade Deficit with 
the  People’s Republic of China. ADBI Working Paper 257. Tokyo: Asian 
Development Bank Institute. 2010. pp. 12.



METHODOLOGY OF MEASUREMENT OF 
OBJECTIVE WELL-BEING IN MUNICIPALITIES, 

THE CASE OF LATVIA

INGA JĒKABSONE
BIRUTA SLOKA 

Abstract 
Well-being has always been a topical concept, and various methodologies have 
been developed for its evaluation emphasising objective and/or subjective 
features of the concept of well-being. The objective features of well-being have 
been studied by economists because the measuring of objective well-being would 
provide wide opportunities, e.g. to compare different administrative territories, 
to assess the  status of well-being before and after certain activities. Although 
nowadays municipalities are increasing in importance as regards ensuring well-
being to their citizens, traditionally well-being is being evaluated at the national 
level. The  aim of this article is to develop and test research methodology for 
the  measurement of objective well-being at the  local level. The  methodology 
used: expert interviews, standardisation of empirical statistical data, analysis 
and comparisons of empirical statistical data. The main results and findings of 
the article: an objective well-being index for municipalities has been constructed 
and tested taking into account various features of well-being, which could be 
widely used in decision making processes. In addition, possible opportunities 
have been identified for the use of the index in Latvia. 

Keywords: Latvia, objective well-being, municipality, index, methodology

JEL code: B41, H75, R58

INTRODUCTION

Traditionally, the  nation’s well-being is measured by objective 
macroeconomics indicators like GDP or GNP. However, well-being is more than 
the  accumulation of material wealth; it is a  complex concept, which contains 
many features, e.g. economic, social, and environmental. At the same time, local 
governments are currently increasing in importance as regards ensuring the well-
being of their communities; therefore, it is essential to measure well-being at 
the local level. The research question is as follows: “What is the optimal research 
methodology for the measurement of objective well-being at the  local level?” In 
order to develop the  methodology for the  measurement of objective well-being 
at the local level, research will be conducted of methodologies for municipalities 
for the  evaluation and measurement of the  existing objective well-being, and 
accordingly, the methodology of measurement of well-being at local level will be 
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proposed. In addition, the methodology proposed for Latvian municipalities for 
2011 will be tested. 

The  aim of this article is to develop and test research methodology for 
the  measurement of objective well-being at the  local level. In order to achieve 
the aim, the tasks have been formulated as follows: 
1.	 To conduct a  research on existing methodologies for the  evaluation and 

measurement of well-being at the local level; 
2.	 To develop research methodology for the measurement of objective well-being 

for municipalities; 
3.	 To test the  methodology developed for the  measurement of objective well-

being for Latvian municipalities; 
4.	 To provide recommendations on using the newly developed methodology for 

the measurement of objective well-being for Latvian municipalities; and
5.	 To identify possible limitations of the  newly developed methodology for 

evaluating objective well-being at the local level.
The  methodology used: expert interviews, standardisation of empirical 

statistical data, analysis and comparisons of empirical statistical data.
The  proposed methodology for the  measurement of objective well-being 

for municipalities will be innovative at the  national level, as no system for 
the evaluation and measurement of objective well-being at the municipal level has 
been developed in Latvia thus far. 

This article relates to the  thematic track “Public Administration, Taxation 
and Budget” because the  main findings of the  article  – the  objective well-being 
index developed for Latvian municipalities – contributes to the improvement of 
public administration processes at the local and regional level. 

RESEARCH RESULTS AND DISCUSSION

This part of the article will address the theoretical background for developing 
methodology for measuring objective well-being at the  local level, the  process 
of developing and testing the  methodology for measuring objective well-being 
at the  local level, possible opportunities and limitations of the newly developed 
methodology.

Theoretical background – studies on objective 
well-being at the local level

Measuring the  extent of well-being has long been the  subject matter of 
theoretical and empirical work in the  fields of human geography, urban and 
regional studies, regional science and regional economics. Most of the  efforts 
to date involve the  use of objective approaches to researching well-being, 
whereby factors pertaining to the  social and physical environment that are 
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relatively easy to quantify and are assumed to determine human well-being (e.g. 
income, consumption, residential land, wages and rents, local amenities, natural 
environment, environmental pollution) are observed, measured and modelled. 
Other traditional indicators of well-being are a  variety of socio-economic 
indicators – public health, salary and allowances, distribution of income between 
different groups of households, their use (Bikse et  al., 2009), etc. These factors 
are typically rated, and regions and cities are ranked on this basis (e.g. Savageau, 
2007; Mercer, 2012; Jordison and Kieran, 2003). 

One of the  first comprehensive geographical approaches to measuring local 
and regional well-being using objective measures is the work of David Smith, who 
systematically examined the  geography of social well-being in the  USA  (Smith, 
1973). This study was based on the  statistical analysis of secondary data for 
different geographical levels. Since then there has been a steadily growing number 
of similar, but increasingly sophisticated studies of urban and regional well-being. 
A number of reviews of such studies have also been carried out, some of which 
are very comprehensive and informative. Notable most recent surveys include 
the  works of Craglia et  al. (2004), Mulligan et  al. (2004), Stimson and Marans 
(2011), Mulligan and Carruthers (2011), and Lambiri, Biagi, and Royuela (2007). 

These theoretical developments have been complemented by numerous 
attempts to provide specific objective indicators of well-being by city and region, 
and to identify the factors affecting it, including natural and urban amenities. In 
particular, a considerable amount of research has been performed on the impact 
of the latter and of related public policy initiatives upon a range of measures that 
are thought to affect well-being in cities and regions (e.g. Beeson, 1991). A recent 
example is the work of Morais and Camanho (2011), who presented an evaluation 
of the  performance of 206 European cities on the  basis of quality of life based 
on two approaches: the construction of a composite indicator and an assessment 
of the  ability of local authorities to promote quality of life in the  city given 
the economic position of their country. Further, Morais, Miguèis, and Camanho 
(2011) present an assessment of the  urban well-being in European cities from 
the  perspective of highly qualified and educated workers. They highlight 
the increasing policy relevance of urban well-being, given that it plays a major role 
in the  migration decisions of highly educated workers. The  attraction of highly 
educated workers in turn significantly affects the competitiveness of cities, so it 
is argued that there is a strong need to improve methods to evaluate and monitor 
urban well-being. Morais et al. (2011) developed a composite well-being index for 
246 European cities by using data from the European Urban Audit.

Another key debate identified and considered by Mulligan and Carruthers 
(2011) is ‘jobs versus people’, or, in other words, demand (employment) versus 
supply (population). Mulligan and Carruthers (2011) present an overview of 
studies tackling these issues with the  use of the  so called regional adjustment 
tool (Mulligan et al., 2011 and Mulligan and Vias, 2006). Also, a very good recent 
example of this type of work is a comparative study of Europe and North America 
by Faggian, Olfert, and Partridge (2011), who examine the relationship between 
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population change and local natural amenities as well as income per capita; they 
point out that the  migration-behaviour revealed preferences (or ‘voting with 
their feet’) measures are more reflective of well-being in North America than 
in Europe. Also of relevance here is a recent relevant study by Korpi, Clark, and 
Malmberg (2011), who explored the  interaction between internal migration, 
disposable income and the cost of living in Sweden. They pointed out that people 
are willing to pay more for their homes when moving to more attractive areas. 
Pillars of prosperity in different aspects are analysed world-wide: recognised 
authorities from the  Princeton University, Timothy Besly and Torsten Persson, 
have analysed pillars of prosperity from the aspects of political economics (Besley 
and Persson, 2011). Daron Acemoglu and James A.Robinson have analysed why 
nations fail and have looked for the  origins of power, prosperity and poverty 
(Acemoglu and Robinson, 2012). 

In addition, new approaches have been developed to the  analysis of well-
being where housing markets are analysed for a  better understanding of 
what makes a  place attractive and what maximises the  advantage of living in 
a  particular city or neighbourhood (Boelhouwer, 2011; Clark, 2011; Marsh and 
Gibb, 2011; Smith, 2011; Watkins and McMaster, 2011). Annual calculations and 
comparisons of the Legatum Prosperity index which is an annual ranking (based 
on a  variety of factors including wealth, economic growth and quality of life) 
developed by the Legatum Institute, of 142 countries, (Legatum Institute, 2013) 
is often used for the analysis of well-being. In 2013, Latvia was placed 48th in this 
rank, while Estonia ranked 36th and Lithuania 43rd (Legatum Institute, 2013). 
Researchers from different fields have professional interest in the multi-country 
prosperity index using different analysis methods, including spectrum analysis 
(Jiawei et al., 2011). This could serve as an indicator for comparative studies and 
inspirations for policy development in the country. 

Analysing the  practise of measuring objective well-being, the  territory 
development index (TDI) has already been used for the  assessment of 
development in different territorial units in Latvia for the  past ten years. Its 
calculation methodology has been developed by the Latvian Statistical Institute 
in 2000. TDI is a  generalised indicator which is calculated with determined 
weight coefficients by summing up standardised values of the  most important 
basic statistical indicators which characterise the  development. It demonstrates 
whether the  development level certain territories are higher or lower than 
the  average social economic development level of the  state in the  relevant 
year. The  initial data for calculations of the  development index are taken from 
the Central Statistical Bureau, Treasury, State Land Service, State Employment 
Agency and Office of Citizenship and Migration Affairs using the  statistical 
indicators accumulated during a year (GDP, the amount of personal income tax, 
non-financial investments) and statistical indicators of the moment (demographic 
indicators) in accordance with the  status in the  beginning of the  year to be 
reviewed (Vilka et al., 2012). 
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Process of evaluation of objective well-being 
at the local level: description of methodology

Social researchers are certain that well-being is a  complex concept, which 
could be evaluated using measurable indicators (Rinne et al., 2013; Hezri, 2004; 
Bauler, 2012; Rydin et al., 2003). One of the approaches for measuring well-being 
is developing indexes, which allows one to include different indicators in a single 
index (Briec et al., 2013; Smith et al., 2013; Osberg & Sharpe, 2009). 

Based on those observations, an index will be developed for measuring 
objective well-being at the  local level adopted for municipalities of Latvia. In 
order to develop this index, as the first step, indicators of well-being measured at 
the local level will be selected – the evaluation and selection of indicators will be 
based on expert evaluation. A pilot survey of expert opinions has been conducted 
to test the  approach. High level professionals and researchers are invited to act 
as experts. Afterwards, the values of selected indicators will be standardised and 
certain significant weights will be assigned to the indicators. At the end, the value 
and rank of the  objective well-being index for Latvian municipalities will be 
determined for 2012 (see Figure 1). 

DETERMINATION OF RANKING OF MUNICIPALITY BY OBJECTIVE 
WELL-BEING INDEX

DETERMINATION OF VALUE FOR OBJECTIVE WELL-BEING INDEX

ASSESSMENT OF SIGNIFICANT WEIGHTS OF OBJECTIVE WELL-
BEING INDICATORS

Determination of weights for dimensions Determination of weights for indicators

STANDARTISATION OF INDICATORS OF OBJECTIVE WELL-BEING

SELECTION OF OBJECTIVE WELL-BEING INDICATORS FOR 
MUNICIPALAITIES

Research on availability of indicators and 
resources Selection of indicators using expert survey

Source: Inga Jēkabsone’s construction 
Figure 1 	Steps for the estimation of the objective well-being index for municipalities

Each stage of the estimation of the objective well-being index for municipalities 
and its testing in Latvia will be described in detail in the following sections. 
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Selection of objective well-being indicators for municipalities
In order to determine what other indicators might be used to describe 

the  level of well-being in municipalities a  summary was prepared where 
indicators which are measured at the  local level were listed. Next, an expert 
survey was organised, when experts had to decide which indicators are essential 
for studying well-being in a municipality. The experts were selected at the  local 
level (development specialists in municipalities, heads of social services  – 
5 municipalities were randomly selected in each planning region, and 2 experts – 
from each municipality), at the  regional level (one expert from each planning 
region) and at the national level (experts from the Ministry of Welfare of Latvia, 
the Ministry of Environmental Protection and Regional Development of Latvia). 
The questionnaire was sent to 59 experts via e-mail, and answers were received 
from 31 experts.

Evaluating the  results of the  survey of experts (see Table 1), as well as 
the  calculated average values ​​(arithmetic average, median, mode), the  authors 
assumed that, during further evaluation and the final selection, those indicators 
should be selected the arithmetic average rating of which is higher than the average 
of all indicators. Consequently, 11 of the 22 statistical indicators will be explored 
for further research. 

In order to reduce the  number of indicators and avoid similar indicators 
being included in the  index, the  selected indicators were divided into groups, 
and a  formal transformation was performed in order to make them comparable 
between municipalities, e.g. the  indicator “Economically active market sector 
units in the  municipality” was transformed into the  indicator “Economically 
active market sector units per 1000 residents”.

In addition, the  indicators “Unemployment rate” and “The  amount of 
personal income tax per capita” were also added, which have been used in 
Latvia for the  territory development index (Latvijas Vēstnesis, 2012, No. 371). 
As it is not possible at the  local level to make estimates of GDP, the  indicator 
“The  amount of personal income tax per capita” could objectively, although 
indirectly indicate the income level of citizens whose place of residence had been 
declared in the  municipality. This indicator can also be precisely estimated  – 
the data are obtained from the State Treasury of Latvia. Of course, it should be 
taken into account that many municipalities, especially in the  Pierīga Region, 
have a  problem with declaration of residence, that is, people actually live and 
work near Riga, while being registered in rural municipalities. It should also be 
noted that this indicator is affected by the  underground economy so it must be 
assumed that the  value of the  indicator will always be more or less artificially 
low. However, despite this fact, it is worth considering that the  well-being level 
is also higher in municipalities with higher revenues of income tax per capita. 
While the  unemployment rate as described in various scientific publications 
(Diener, 2006; Lucas et  al., 2004; Frey and Stutzer, 2002; Clark, 2009), there 
is a significant causal link between high unemployment and low well-being and 
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Table 1	 Indicators of well-being in the municipalities of Latvia and their mean values

No Well-being indicator Arithmetic 
mean

Median Mode

1. The average monthly wage in the municipality 9.18 8 9
2. The population growth by mechanical increase 8.46 8 8
3. Economically active market sector units in 

the municipality
8.28 6.5 7

4. Number of full-time employees by actual workplace 8.18 7 7
5 Number of recorded criminal offenses in 

the municipality
8.15 7 7

6. Live born children in the municipality 8.08 7 8
7. Population and the proportion of before working age 

and above working age in the municipality
7.95 6.5 7

8. Population growth by natural increase 7.93 7 7
9. The average number of employees with normal 

working hours recording in normal time units in 
the municipality

6.93 6 7

10. The average annual number of permanent residents 
in the municipality

6.90 6 7

11. Number of residents in the municipality at 
the beginning of the year

6.83 6 7

12. Occupied workplaces in the municipality, average per 
year

6.08 5 6

13. Economically active market sector statistical units in 
the municipalities by size, business forms and main 
activities 

6.03 5 5

14. Economically active statistical units in 
the municipality

5.88 5 5

15. Number of concluded marriages in the municipality 5.63 4.5 6
16. The dependency rate in the municipality 5.60 4.5 5
17. The balance of international migration in 

the municipality
5.25 4 6

18. Hotels and other tourist accommodation in 
the municipality

5.15 4 6

19. Residential homes in the municipality 3.63 3.5 5
20. Total area of residential houses at the end of the year 

in the municipality
3.53 3 4

21. The number of deaths in the municipality 2.83 2 4
22. Resident population by ethnic composition of 

the municipality at the beginning of year
1.88 1 1

Arithmetic average/ median/mode of the all indicators 6.29 5.5 7

Source: Inga Jēkabsone’ calculations based on the results of the expert questionnaire held in March and 
April, 2013

Note: The experts presented an assessment on a scale 0–10, where 0 is no answer, “I do not know”, 1 – not 
significant, 10 – a very significant indicator characterizing the well-being indicator
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vice versa, and therefore, unemployment rate can be used as an objective well-
being indicator. In view of the  above, 8 different indicators were selected in 
3 dimensions of well-being – economic, social and environmental (see Table 2).

Table 2 	 Objective well-being indicators in economic, social and  
	 environmental dimensions in municipalities of Latvia 

Dimension Area Indicator Source
Economic Labour 

market 
Unemployment rate State Employment Agency
Employment rate Central Statistical Bureau

Economic 
activity

The revenues of personal income 
tax per capita

The State Treasury

The average monthly wage Central Statistical Bureau
Economically active market 
sector units per 1000 residents

Central Statistical Bureau

Social Demography Permanent population changes 
over the past five years

Central Statistical Bureau

The birth rate Central Statistical Bureau
Environ
mental

Safety Recorded criminal offences per 
1000 residents

Central Statistical Bureau

Source: Table created by the authors 

All selected indicators are available at the municipal level in Latvia.

Standardisation of objective well-being indicators
To combine the  well-being indicators expressed in different units and to 

create the objective well-being index for municipalities, statistical standardisation 
has been performed, using the following formula:
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t – standardised value of the well-being indicator in a given municipality;
x  – the  well-being indicator in its specific unit of measurement in a  given 
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where
f – statistical weight (Vanags et al., 2005). 
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Assessment of significance weights of objective 
well-being indicators

Analysing various cases of the assigning of significance weights in different 
well-being studies (especially in the construction of indexes), it was concluded 
that there is no reliable basis to determine the  significance weights for well-
being indicators. The  scientific literature suggests that the  most common 
method to characterise the well-being indices are choosing arbitrarily or similar 
scales (Mayer and Jencks, 1989). In the  majority of the  studies significance 
weights are determined arbitrarily without a  quantitative analysis and in this 
case, “it is impossible to determine, which of elements of common index is more 
important, it is based only on the researchers’ psychological beliefs” (Fleurbaey, 
2009). Many of the researchers believe that “despite the popularity of the use 
of significance weights, more appropriate is to use the similar weights as in any 
case, their use is controversial, but in this case, at least simple” (Chowdhury 
and Squire, 2006).

Taking in to account the abovementioned, as well as the analysis of scientific 
literature (Legatum Institute 2012; Redefining Progress and Earth Day Network, 
2002), in addition to the studies of well-being indicators conducted in Salaspils 
Municipality (Latvia) (Grantiņš et  al., 2010; Grantiņš et  al., 2011; Grantiņš 
et al., 2012; Jekabsone et al., 2013), the authors decided to assign the  following 
importance weights of objective well-being in three dimensions:

•	 economic – 50%, emphasising the relation of financial factors to objective 
well-being; 

•	 social and environmental  – each 25%, both dimensions are regarded of 
equal importance in promoting well-being; and 

•	 with economic and social dimensions containing several indicators, it was 
also decided to give equal weight to each indicator within each dimension.

Determination of value and ranking 
of municipalities by objective well-being index

The  assessment of significance weights is followed by the  determination of 
the value of the objective well-being index for municipalities. These values ​​were 
calculated for all municipalities and major cities in Latvia. 

Next, the  ranking of each municipality was determined in accordance with 
the objective well-being index for municipalities (see Table 3). 

Through analysing the  results by the  Objective Well-being Index in 
Latvia in 2012, it can be concluded that the  obtained results are similar to 
overall presumptions about the  development of various territories of Latvia  – 
municipalities in Pierīga region received a higher estimate, while those in Latgale 
region were ranked lower. It is not possible to use the  results of the  Territorial 
Development Index (TDI), which had been calculated for municipalities and 
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major cities in Latvia as different methodology had been developed for calculation 
of indexes for municipalities and major cities. However, it could be concluded 
that not all Pierīga municipalities of rank relatively high on the Objective Well-
being Index, for instance, Salaspils municipality which is observed to be one of 
the wealthier municipalities. This is due to the fact that municipalities in Pierīga 
region have a relatively low employment rate, despite a  low unemployment rate, 
which can be explained by the fact that there are few jobs in many municipalities 
of Pierīga region, and many persons who have declared their residence there are 
working in Riga.

Table 3	 Ranking of municipalities and cities on the Objective Well-being Index in 	
	 Latvia, 2012 

City/ municipality Rank by the objective well-being index for municipalities 

Stopiņi Municipality 1
Mārupe Municipality 2
Ādaži Municipality 3
Garkalne Municipality 4
Ikšķile Municipality 5
Ozolnieki Municipality 6
Babīte Municipality 7
Ķekava Municipality 8
Valmiera city 9
Carnikava Municipality 10
... ...
Strenči Municipality 110
Viesīte Municipality 111
Ludza Municipality 112
Cibla municipality 113
Baltinava Municipality 114
Viļāni Municipality 115
Kārsava Municipality 116
Vecpiebalga Municipality 117
Aglona Municipality 118
Zilupe Municipality 119

Source: Table drawn up using the authors’ calculations 



106	 METHODOLOGY OF MEASUREMENT OF OBJECTIVE WELL-BEING IN MUNICIPALITIES ..

Possible application of the Objective Well-being Index 
for municipalities

There are many possibilities to use the  newly developed index of objective 
well-being for municipalities in the public sector as the index enables comparison 
between different administrative territories by the main indicators of well-being. 
This comparison can also be made within one certain administrative territory 
between years in order to analyse changes in the  level of well-being. This index 
could also be used for assessing different policies and their impact to level of well-
being. 

In the  case of Latvia, the  calculation and analysis of the  results of 
the  Objective Well-being Index for municipalities could be made by the  State 
Regional Development Agency (SRDA), taking into account the  functions of 
the  agency. The  SRDA   has developed an ERDF project entitled “Municipal 
spatial planning, infrastructure and real estate management and monitoring 
information system”, more commonly known as “Spatial Development Planning 
Information System” (SDPIS), as part of which, the  Regional Development 
Indicator Module (RDIM) is being devised, providing an instrument for 
the monitoring of regional development, and decision-making support. This will 
be an additional instrument for municipalities for the  evaluation of trends and 
for the preparation and monitoring of their development programs. Indicators in 
various fields at the local level will be displayed and analysed within the Regional 
Development Indicator Module, and one of the  areas is “Well-being” (VRAA, 
2013). Within this module, the SRDA specialists could provide calculation and 
analysis of the objective well-being index for municipalities.

The  Objective Well-being Index for municipalities allows comparison, by 
means of objective indicators, between well-being levels at every municipality in 
Latvia, which could provide the basis for: 

•	 drawing up of the Regional Development Support Programme aimed to 
ensure well-being;

•	 evaluation of the  effects of the  EU funds, state aid and other financial 
instruments on local well-being and economic efficiency;

•	 differentiation of support within the EU funds; and
•	 comparison of well-being, evaluation, forecasting and other analysis at 

the local level.
At the  national level, the  index could be used by the  Association of Local 

Governments of Latvia as justification for certain activities or projects, as well 
as by the Ministry of Environmental Protection and Regional Development and 
the Ministry of Welfare of Republic of Latvia – as a criterion for the assessment 
of the territorial distribution of funding allocations under regional development 
support measures. At the regional level, the planning regions could use this index 
as a  target indicator in their development planning documents (Development 
Programme, Sustainable Development Strategy), in establishing inter-municipal 
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and inter-regional activities, initiating projects aimed at raising the level of well-
being, and also in the  assessment of, and providing opinions on municipal or 
private project applications for the national or regional support. At the local level, 
the objective well-being index could be applied as a target indicator in development 
documents, in developing and promoting the image of the municipality, as well as 
an argument to organise events or write project proposals.

Limitations and possibilities of proposed methodology
The proposed methodology provides wide opportunities to develop an index 

which consists of indicators that are of current importance in every country, 
namely, it is possible to use different indicators, taking into account the statistical 
data which are available at the  local level. However, there could be a  situation 
when data for certain indicators are not available, for example, statistics about 
population and other indicators which could represent various dimensions of 
well-being, e.g. economic, environmental, institutional, and others, are the only 
data available at the  local level. In this case the  results could not be reliable as 
they do not represent different dimension of well-being. The issue also arises in 
a situation when reforms involving the division of administrative territories have 
not been undertaken  – the  statistics are not comparable, and it takes time and 
efforts to recalculate values. For those territories, another methodology should 
be used and, most probably, subjective well-being could be evaluated instead of 
objective well-being. In the  case of Latvia, a  number of indicators are available 
that represent different dimensions of well-being; therefore, the  results of this 
index could be used in decision making processes. However, taking into account 
the varied research mentioned above, a possibility should be considered of using 
other well-being indicators which are not measured at the local level. An expert 
survey is planned to be conducted in the  future in order to identify those 
indicators. 

CONCLUSIONS, PROPOSALS, RECOMMENDATIONS

1.	 Well-being – one of the most essential concepts in social sciences at all times – 
could be divided into the subjective and objective one. Objective indicators 
of well-being can be found for some measurable components or factors of 
well-being, e.g. income, consumption, residential land, wages and rents, local 
amenities, natural environment, environmental pollution, which is observed, 
measured and modelled.

2.	 These days the  local government is assuming an increasingly greater role 
as regards ensuring the  well-being of the  society, implementing the  co-
responsibility approach in decision-making and public participation processes 
in resolving serious local issues; therefore, it is important to research well-
being at the local level.
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3.	 A large number of studies have been conducted to evaluate the objective well-
being at the  local level, mostly using specific indicators for a  certain city or 
region. There is also popular assumption that well-being is closely related to 
migration and employment; therefore, extensive research has been carried out 
about housing markets and migration. 

4.	 In order to evaluate the different dimensions of well-being, it was proposed to 
compile the Objective Well-being Index for municipalities, which consists of 
8 indicators: unemployment rate, employment rate, the  amount of personal 
income tax revenues per capita, the  average monthly wage, economically 
active market sector units per 1000 residents, permanent population changes 
over the past five years, the birth rate, and recorded criminal offences per 1000 
residents. 

5.	  The results of testing of the Objective Well-being Index for municipalities of 
Latvia in 2012 corroborate the overall presumptions about the development 
level of various territories of Latvia -– municipalities in Pierīga region received 
a higher estimate, those in Latgale region were ranked lower.

6.	 The  Objective Well-being Index for municipalities allows comparison, 
by objective indicators, of the  well-being level at every municipality; in 
Latvia, the  index could be used in decision making processes, as the  basis 
for developing of the  Regional Development Support Programme aimed to 
ensure well-being, in evaluation of the effects of the EU funds, state aid and 
other financial instruments on local well-being and economic efficiency, 
for the  differentiation of support within the  EU funds, for the  comparison, 
evaluation, forecasting of well-being, and other analysis at the local level.

7.	 The main limitation of the proposed methodology for municipalities is the lack 
of statistics on the  municipal level. If no indicators of different well-being 
dimensions are available, there is no point in using the methodology provided. 
In this case, it is more reliable to use methodologies for the  evaluation of 
subjective well-being.

8.	 An expert survey of should be undertaken to define possible indicators for 
the objective well-being index for municipalities, – the  indicators which are 
not available yet, but could be used for more reliable results. 
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ANALYSIS OF ACCOUNTING REGULATORY 
SYSTEM IN LATVIA

BAIBA ZVIRBULE

Abstract
In order for the  companies to be able to cooperate successfully they need to 
operate on a similar basis. Consistency in the application of principles is ensured 
by joint control measures affected by national law. Despite the fact that countries 
tend to implement different tax policies the impact of changes in the accounting 
principles is shifting towards reduction of differences. In their striving towards 
globalisation, both commercial operators as individuals and governments as 
economically independent units strive for integration in the  world’s economy. 
The  aim of the  article is to systemise the  laws and regulations governing 
accounting by their impact on the businesses based on summarising the views 
of scientists concerning the quality conditions for accounting information and 
nature of regulations. The author of the article has summarised scholars’ views 
regarding the  impact that the  laws and regulations have on entrepreneurship. 
Based on differences, the  author looks at the  laws and regulations on 
accounting both as an integrated environment that impacts entrepreneurship 
and as separate layers each of which has an impact on the  central element of 
entrepreneurship, the company. The author recommends that, by their impact, 
laws and regulations on accounting should be divided into three groups: 
the  first group represents the  basic principles or cornerstones of accounting 
that serve as the  basis for the  accounting structure in a  company; the  second 
group deals with the  principles and amounts of tax collection in the  country 
and this group is not homogenous as tax policies differ country by country; 
and the third group represents the disclosure principles the selection of which 
depends on the  company’s position in the  international business environment 
and the society.

Keywords: Latvia, accounting information, accounting regulation, business 
environment

JEL code: H55, H75, J26, J32

INTRODUCTION

The company is the key element of the business environment which interacts 
with other external elements, such as governmental institutions, competitors, 
suppliers, financiers and society. In order to ensure an optimal cooperation 
with the  other elements of the  system, a  company provides information about 
its activities in its annual reports. The  mandatory information to be covered in 
the report is laid down in the legislation of each country, as well as by International 
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Accounting Standards; however, to create a fuller picture of the company it may 
present more information about itself than required by the  aforementioned 
documents. 

According to the Business Dictionary, information is data that:
(1) Have been verified to be accurate and timely;
(2) Are specific and organised for a purpose;
(3) Are presented within a context that gives it meaning and relevance; and
(4) Can lead to an increase in understanding or decrease in uncertainty in 

respect of a given matter. 
The value of information lies solely in its ability to affect human behaviour, 

decision making, or the outcome of events. A piece of information is considered 
valueless if, after receiving it, things remain unchanged. (Business Dictionary, 
26 July 2012) 

In accordance with the  definitions of the  Terminology Commission of 
the Latvian Academy of Science (hereinafter referred to as “LAS”), information 
is data about processes in a  company and their performance results, as well as 
the  economic situation in the  country. Information that has been collected for 
a  specific purpose, task, person or period is defined as the  needed information. 

To characterize corporate information, it could be said that it is economic 
information which the  LAS Terminological Commission defines as data on 
corporate, national or global operational processes and their various aspects: 
production, consumption, change, resources (tangible, labour, financial etc.); 
economic information may be of different kinds: planning, accounting, statistical, 
open or secret. Economic information operates in accordance with an established 
system which covers the collection, processing, analysis, assessment, saving and 
use of information in the management of economic activities. (LAS Terminology 
Commission, 2000). 

The  author considers that the  corporate ability to provide the  users of 
information with selected high-quality information, even of the smallest amount, 
may secure long-term growth in the enterprise. 

METHODOLOGY

In order to achieve the  objective set out in the  article, the  author analyses 
literature and summarises the  views of scientists concerning the  quality 
conditions for accounting information, the  impact of legislation on accounting 
outcomes and its typical uncertainty. Summarising the  information, the  author 
concludes that there is no unanimity among scientists regarding the  optimal 
variant for reporting of accounting information. For example, there is a  wide 
difference in understanding the  scope of the  mandatory nature of legislative 
regulations on information disclosure. 



114	 Analysis of Accounting Regulatory System in Latvia

On the basis of sources investigated, the author divides the acts that regulate 
accounting into three groups. One separate group is for legislative documents 
whereby the  basic principles of accounting are laid down, another separate 
group is for tax legislation and in the third group there are the acts that lay down 
the amount of information the enterprises are to disclose. In Figure 1 the author 
presents the schematic composition of regulatory legislation on accounting and 
its scope of impact in business environment.

In order to demonstrate the  impact of accounting legislation on enterprises 
according to the  levels of business environment, the  author uses the  schematic 
picture of business environment quoted from the  author’s publication in 2012; 
see: Conference proceedings of Cambridge Business and Economics Conference. 
The  author’s newly acquired understanding is displayed in this new figure 
(Figure 1) where the legislation relevant to accounting is presented in interaction 
with tiers of the business environment with an emphasis put upon the scope of 
the impact that such legislation has on the business environment. 

THEORETICAL ANALYSIS OF ACCOUNTING LAWS 
AND  REGULATIONS

By nature, accounting is based on rules. It depends on the  philosophy 
of a  company manager how to translate and integrate these rules in 
entrepreneurship. It is common for the  rules to be designed by governments or 
regulators. However, it is not just regulators and managers who design the rules. 
Users act as important indirect designers because managers who need to raise 
capital are pressurised to report or disclose in formats that are appealing to them 
(Hirshleifer D. & Teoh  S.  H., 2009). Behavioural accounting has also devoted 
considerable effort to normative proposals for improving accounting rules and 
regulation (Kachelmeier  & King, 2002; Hoddr & Koonce & McAnally, 2001). 
Due to increased information demands of managers and employers, accounting 
has significantly evolved lately and provides useful information to ensure more 
performance for public policies (Baluta, 2012). 

Obviously, in a perfect situation entrepreneurs are satisfied with the rules and 
implement them, but sometimes the implementation is not easy. 

Researchers Hirshleifer and Teoh propose that psychology shapes accounting 
rules and policy in two very different ways:

1.	 Good rules for bad users: Rules and policies that provide information in 
a format that is helpful to users who are subject to biases and constraints in 
the cognitive processing; and

2.	 Bad rules: Superfluous or even pernicious rules and policies that result 
from psychological bias on the part of the “designers” (managers, users, 
auditors, officials, or voters) (Hirshleifer D. & Teoh S. H., 2009)
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Researchers Norreklit H. & Norreklit L. & Mitchell argue that in order 
to construct the  “conceptual framework” for practical application typically 
the following central elements are required:

1.	 A  statement of the  objectives of financial accounting. This is normally 
expressed at a  general level and is understood to involve the  supply of 
information to a range of users making economic decisions;

2.	 Basic premises or concepts that have a  fundamental influence on 
the  accountant’s work such as going concern, accruals and money 
measurement are important examples; and

3.	 The  desirable qualities which accounting information should possess. 
For example, in the UK, FRS 18 identified these as relevance, reliability 
and prudence, comparability and consistency and comprehension 
(Norreklit H. & Norreklit L. & Mitchell, 2010).

The classification of the accounting regulations was made by the author based 
on the following factors:

1.	 The stage of data processing that the regulation acts in;
2.	 The range of companies that are required to use the regulations; and
3.	 Whether data require additional interpretation to be usable by third 

parties.
Any physical or legal entity performing business activities is requested to 

account for revenues and expenses and determine the  results of their business 
activities. The accounting regulations that specify the above accounting principles 
the author has classified in the group: regulations concerning the basic principles 
of accounting. Regulations of the  first group are used as the  only regulation by 
a  small group of business operators that often includes non-profit organisations 
or cooperative operators. The  second group represents business operators that 
in addition to the basic accounting procedures calculate taxes and this group is 
defined by the  author as tax legislation. According to the  author, the  majority 
of companies apply the regulation of both the above groups. The third group of 
accounting regulation is: acts regulating the  scope of information disclosure. 
According to the author, the third group sets the principles for disclosures. 

In sum, the acts that regulate accounting may be divided into the following 
three groups:

1.	 Regulations concerning the basic principles of accounting;
2.	 Tax legislation; and
3.	 Acts regulating the scope of information disclosure. (See Figure 1)
Legislative acts regarding the  basic principles of accounting include 

information that sets out:
1.	 Which types of business should keep books for accounting;
2.	 What properties the accounting information shall possess;
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3.	 Who shall be responsible for accounting;
4.	 Which information should be considered a business secret;
5.	 The role and meaning of supporting documents in accounting;
6.	 Rules of recordings in accounting;
7.	 Rules concerning cash transactions (as well as the use of till systems);
8.	 Ways of keeping registers in accounting;
9.	 Provisions of document storage;
10.	 Provisions of stocktaking;
11.	 Provisions on annual reporting;
12.	 Separation of competences for accounting among responsible authorities; 

and
13.	 Liability/Consequences in the  event that the  basic principles are 

disregarded.
The  author believes that the  main acts of legislation that regulate the  basic 

principles of accounting only influence the  company’s own activities. These 
regulations do not influence the  corporate cooperation with elements of 
the business micro-environment such as suppliers or customers. Compared with 
the other groups of regulatory documents that refer to accounting, the acts that 
regulate the basic principles of accounting have the least impact on the company 
as the  key element of the  business environment; however, they have a  direct 
impact on the  organisation and planning of the  company’s own activities and 
the amount of expenses required to ensure the functions of accounting. 

Tax legislation covers the whole taxable basis: 
1.	 Indirect taxes which are paid when a  consumer buys a  commodity or 

service; such taxes include value added tax, excise duties, environmental 
tax, electricity tax, customs duty, lottery and gambling tax;

2.	 Payroll taxes, including income tax, state insurance payments; 
3.	 Capital gains taxes, including corporate income tax, asset tax, tax of micro-

enterprises; and
4.	 Property taxes, including tax on immovable property, vehicle taxes.
Firstly, the  dynamism of tax legislation creates an impact on a  company as 

the  key element of the  business environment through laying down the  amount 
of costs necessary to support the accounting functions, namely, the application, 
calculation and reporting of tax liabilities. Secondly, tax legislation determines 
the price of the company’s products; this creates a wider impact on the business 
environment, including both the internal business environment, i.e., the company 
and the  external business environment, i.e., suppliers, consumers, competitors, 
intermediaries, financiers and society. Provided that all the  aforementioned 
taxes are amassed in the price of the produced product, one may argue that tax 
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legislation has an indirect impact on the further tiers of the business environment 
up to global factors which bring the end product of the company to international 
markets. 

In the  author’s opinion, the  acts that regulate the  amount of reporting 
disclosure are the  following: International Financial Reporting Standards 
and International Accounting Standards, as well as regulations issued by each 
country where certain principles of disclosure are laid down as being mandatory. 
The  application of the  Standards requires certain costs to be able to disclose 
information, which means that a  company experiences an impact due to that. 
The  disclosure of information influences each user of the  information and in 
view that users of information of various degrees of detail are spread all over 
the  business environment, the  influence of the  acts that regulate information 
disclosure is equally rapid and identical on each of the elements of the business 
environment. With this statement, the author presumes that the accessibility of 
information cannot be seen as an impediment because the  information is used 
by the subjects, who need it, i.e., if one and the same information is available to 
all tiers of the business environment, there is no obligation that each element of 
the environment uses it. Positive selection is a characteristic feature of the use of 
information.

A  successful solution to satisfy the  needs of information users in various 
countries of the world was found in the past century in the form of International 
Financial Reporting Standards.

In the  past several years, most accounting academics have been paying 
close attention to the International Accounting Standards Board (IASB) and its 
production of International Financial Reporting Standards (IFRS) (Zeff S. A., 
2012). Following World War II, each country had its own Generally Accepted 
Accounting Principles (GAAP), or proper accounting practice. Even among 
the  GAAPs in countries with active equity markets on which listed companies 
depended heavily for finance – the United States, Canada, the United Kingdom, 
Australia, and New Zealand – there were important differences. For example, in 
the  U.K., Australia, and New Zealand, companies could revalue their property, 
plant, and equipment (PPE), including investment property. In the  U.S. 
and Canada, mainly because of the  conservative influence of the  Securities 
and Exchange Commission (SEC), companies adhered to historical cost 
(Zeff S. A., 2007). 

Research in the accounting literature convincingly concludes that accounting 
standards alone do not determine the  outcome of financial reporting (Ball & 
Robin & Wu, 2003; Leuz & Nanda & Wysocki, 2003; Leuz & Wysocki, 2008). 
According to Holthausen (2009), financial reporting outcomes are the quality of 
financial reporting, measured in a variety of ways. Many forces shape the quality 
reporting and accounting standards should be viewed as but one of those forces 
(Holthausen, 2009). The most common measurement of the quality of accounting 
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information is auditing. American equity holders awoke in 2002 to realise they no 
longer could trust corporate financial reports (Morgenson G., 2002). Their doubts 
extended beyond Enron and Arthur Andersen to a  large set of companies with 
a reputation for aggressive accounting. The auditors had sold their independence 
in exchange for consulting fees. The problem, said the auditors, was the shortage 
of rules (Bratton W. W., 2004). 

Summarising the  opinions of scientists, the  author has concluded that 
the  outcome of accounting does not depend on the  quantity of rules, as 
the completeness and accuracy of information does not depend on the number of 
rules. Recent developments aimed at improving the quality of financial statements 
include corporate accountability reporting. Entities tend to provide more and 
more information to the users of their financial statements and therefore they try 
to adjust information to each group of users. 

The amount of information one receives from entities these days is huge, but 
the question remains whether one is able to understand it and make proper use of 
it because of its codified nature. Accounting represents the financial world. This 
world is differentiated; it consists of different realities (Llewellyn, 2007), having 
some physical, or perhaps better described as material, aspects (tangible assets 
like buildings, equipment and cash) but, predominately, consisting of socially 
embedded elements (intangible assets such as intellectual capital, concepts like 
value and activities such as exchange) (Llewellyn & Milne, 2007). Coding rules 
apply to the  various accounting categories. For example, detailed codes dictate 
what can count as an asset. Asset codes reflect the aspects of tangibility, property 
rights, future benefits and service potential (Williams, 2003).

After an analysis of the  scientists’ views, the  author has concluded that 
there is no unanimity among scientists with respect to the  necessary degree of 
disclosure of accounting reporting for its users. The  author shares the  opinion 
that the  language used in accounting is codified and its disclosure to users 
can turn out not to be fully comprehensible; however, at the  same time, in 
order to make adequate business decisions, detailed information is necessary 
about the  on-going processes in a  company. A  certain degree of confidence in 
corporate reporting among its users is obtained from auditors’ reports; however, 
the  example mentioned above confirms the  presence of some uncertainty in 
relation to the degree of trustworthiness of auditors’ reports. In fact, the choice as 
to what kind of information the company will provide to the users of its external 
information depends on the company itself because, as the research carried out 
by the  author shows, the  large quantity of regulative acts does not mean that 
the  information provided in financial reporting really reflects with the  actual 
corporate performance.
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Figure 1 	Impact of accounting regulations on the business environment

ANALYSIS OF ACCOUNTING REGULATORY SYSTEM 
IN  LATVIA

According to the author, Latvian accounting regulations should be classified 
in three parts each of them including a number of acts.

The basic principles are disclosed in the Latvian law On Accounting. The law 
prescribes which forms of entrepreneurship should keep accounting records, who is 
responsible for keeping the accounting records, what characteristics the accounting 
records should possess, the rules for keeping the accounting records, the nature 
and significance of supporting documents, assumptions behind accounting 
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entries, rules for storage of documents, rules for preparation of stock-take reports, 
rules for submission of annual reports, distribution of competencies in accounting 
by responsible institutions, responsibility for compliance with the basic principles 
of accounting. This group should also include Cabinet of Ministers Regulation 
regarding the  conduct and organisation of accounting issued in accordance with 
Section 15(1) of the  law On Accounting. The regulation specifies the accounting 
organisation in the  company, accounting controls and the  accounting cycle by 
stages of work. The  regulation details the  requirements of the  law and specifies 
what details of parties and what information on the  transaction should be 
included in supporting documents. The regulation also describes the process of 
making accounting entries and the designations for the classification and accrual 
of entries, specify the information to be included in the records, show the correct 
order, refer to accounting matters connected with the use of accounting software, 
the  need and content of accounting documents of a  company. The  regulation 
specifies the  procedure and order of the  stock-take. The  author believes that 
the basic principles are also laid down in Cabinet of Ministers Regulation regarding 
the  accounting of cash operations that detail the  procedure for cash transactions 
and accounting for such transaction in the  company. It is critical to include in 
the  group of basic regulations also Regulation on the  preparation and formatting 
of documents that lays down the  rules for the  preparation and formatting of 
supporting documents and defines what requirements documents should meet to 
be legally valid. As accounting entries can only be made on the basis of supporting 
documents these regulations have a direct impact on the accounting procedures 
of a  company. As supporting documents may also take the  form of electronic 
documents it is equally important to refer to Cabinet of Ministers regulation on 
the Procedures for the preparation, drawing up, storage and circulation of electronic 
documents in state and local government institutions, and the  procedures by which 
electronic documents are circulated between state and local government institutions, 
or between these institutions and natural persons and legal persons. By the  nature 
of their impact on entrepreneurship, the  basic principles are seen by the  author 
as unavoidable because when a  physical or legal entity commences business 
activities it is the  law that states the areas of responsibility and primary control 
measures for optimum business activities. When an individual makes the decision 
to commence business activities he or she must be aware that the basic principles 
of accounting will be binding for all types of entrepreneurship.

Tax legislation is the  second group of acts regulating accounting that, 
combined with the basic principles of the first group, is used by the majority of 
entities. Based on the analysis performed in the previous chapter, tax legislation is 
divided by the author into the following four groups:

1.	 Indirect taxes paid by consumers upon purchase of goods or services;
2.	 Payroll taxes; 
3.	 Capital gains taxes; and
4.	 Property taxes.
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Indirect taxes paid by consumers upon purchase of goods or services are 
regulated by dedicated laws and the Cabinet of Ministers has issued regulations 
on the  basis of these laws to explain the  requirements and specific details of 
application. Indirect taxes are specific by the fact that they are paid by the company 
as it purchases goods or uses services. This feature prevents consumers from 
choosing a minimum amount of tax to be paid as both physical and legal entities 
have set minimum subsistence or consumption levels that they cannot breach 
if they want to remain in operation. The  nature of indirect taxes according to 
the author is active and constant as it cannot be equal to zero at any time. 

In contrary to indirect taxes, payroll taxes may differ significantly. Admittedly, 
a company cannot conduct any business without staff and to a certain degree this 
is the minimum level. However, in the case of idle time or recession one is able to 
reduce one’s expenditure on labour force and remain within the theoretical limit 
which would equal zero, as according to the Latvian Commercial Law members 
of a  company’s board are permitted to work without remuneration on some 
occasions. During the growth stage of a company payroll taxes tend to increase 
with hardly any limits. The nature of the impact that payroll taxes have according 
to the author is active but highly fluctuating.

Capital gains taxes are binding on companies that have achieved capital gains 
as a  result of their business activities. Taxes of this group tend to have diverse 
impacts on companies. Corporate income tax, which in Latvia is also part of 
micro-enterprises tax, is paid by companies if the  result of their operations in 
the  financial year is a  profit regardless of the  fact where such profit is intended 
to be used. Whereas capital tax is paid by companies only in case they plan to 
distribute their profit as dividends. According to the author, the nature of capital 
gains taxes is that of positive choice and stimulation because capital tax is not 
payable when a company makes the decision to reinvest profit and, consequently, 
each reinvested euro generates growth of the national economy. 

Property taxes are binding for companies that possess or manage movable or 
immovable property in the understanding of the Latvian Civil Law. According to 
the effective laws of Latvia, movable property subject to property taxes includes 
property that falls under the  definition of vehicles. According to the  author, 
property taxes act as an indication of national welfare and the  amount of these 
taxes promotes the  elimination of inequality in the  country and improves 
the country’s GINI coefficient. This tax has a positive ability to regulate revenues 
in the  state treasury as the  payers of property tax select to purchase taxable 
objects after assessing their ability to maintain luxury goods and this increases 
their prestige in society. According to the  author, this tax is an opportunity for 
Latvia to increase national revenues on account of wealthy inhabitants who opt to 
own high-value movable or immovable property. 

It follows from the  obligatory nature of the  required disclosures that 
the optimum scope of disclosures is set in the laws and regulations of each country 
to enable users to make objective decisions regarding the  entity. For example, 
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the tax administration would use such disclosures to assess whether the company’s 
tax calculations comply with the rules effective in the country, financiers would 
analyse this information to make decisions on extending funds to the company, 
whereas society, in its consumer’s capacity, would often analyse this information 
to gain an understanding on the company’s ability to continue as a going concern 
and to meet its guarantee liabilities throughout the useful life of the end product. 

According to the  author, the  acts governing the  amount of disclosures in 
Latvia are poorly developed and instable. Companies operating on international 
markets use International Accounting Standards and International Financial 
Reporting Standards. However, companies that wish to disclose information to 
national users do so in accordance with the Latvian Accounting Standards, while 
the regulations issued by the Cabinet of Ministers to govern the application of these 
standards lost validity on 1 July 2012. At the  moment, some uncertainty exists 
with regard to disclosures as Cabinet of Ministers Regulation on the application 
of the  Annual Reports Law duplicates the  Latvian Accounting Standards. 
The  Ministry of Finance of Latvia makes public announcements regarding 
the Latvian Accounting Standards as an applicable part of the accounting policy: 
“Latvian Accounting Standards represent general and repeatedly applicable 
guidance that has been harmonised with the laws and regulations on accounting, 
European Union rights and International Accounting Standards and is used 
for the  recognition and measurement of items of the  financial statements and 
presentation of notes thereon.” (Ministry of Finance of Latvia, http://www.
fm.gov.lv, accessed on 22 November 2012, updated on 22 March 2012.)

In order for the  companies to gain maximum benefit out of decisions that 
the  users make they are required to disclose information in their financial 
statements that meets the  objectives of all users. The  users of annual reports 
can be divided in two groups: internal and external users. Internal users include 
company owners, management and staff, whereas external users include suppliers, 
customers, financiers, tax administration, government and society (Jones, 2006). 

The  personal interest of internal users of information is directed towards 
gaining higher profit from business activities as the amount of profit enters into 
determination of the amount of personal benefit, for example, owners will receive 
higher dividends, management will earn recognition of owners and possibly 
certain tangible benefits, and staff are likely to receive higher remuneration. 
The only drawback to disclosing additional information is that internal users may 
find it difficult to agree on the concept of profit distribution. 

The  interest of external users is not as straight forward as that of internal 
users. Each group of external users has their own relation to the  company, for 
example, suppliers wish to sell raw materials and are interested in the company 
being solvent, whereas customers appear to be less interested in solvency of 
the  company but more so in the  quality of goods and the  ability to assume 
guarantee liabilities. In its turn, the  tax administration is interested in correct 
calculation and timely payment of taxes.
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The  assessment of compliance of the  Latvian laws and regulations with 
the three layers of accounting laws and regulations has lead the author to conclude 
that the first two groups fully meet the entrepreneurs’ needs in terms of the basic 
accounting regulations and the  application of laws and regulations; however, 
disclosure of information appears to be an area for development. 

CONCLUSIONS AND PROPOSALS

According to accounting laws and regulations, the  tax administration 
expects that companies conduct accounting in accordance with applicable laws 
and regulations and disclose appropriate amounts of information. According to 
scholars dealing with audit, no matter how many acts regulate accounting matters 
the  risk of incorrect interpretation of laws and regulations or misstatement of 
information is still present. From the  above the  author concludes that should 
a  company wish to withhold certain information it would be possible not to 
disclose or present it in the  desirable format even when the  annual report is 
audited.

The  author is appreciative of the  acts regulating the  basic accounting 
principles as they include sufficient amounts of information to conduct accounting 
procedures. 

Given the  multitude of tax laws and regulations in existence, the  author 
believes there always will be room for development. In addition, the cyclic nature 
of economy warrants that the need for taxation will change. 

Scholars believe that in the  area of disclosures there are positive trends, 
i.e. companies wish to present more information to the  users of their financial 
statements. The author believes that additional transparency is treated by society 
as a sign of loyalty towards customers and that, in turn, may be an opportunity 
to increase the  market share. The  assessment of additional disclosures has led 
the author to conclude that each additional disclosure can have either a positive or 
a negative effect and these effects tend to differ from user to user. It is important, 
however, to note that through additional disclosures the company may change its 
goodwill. As the  negative effects of providing additional disclosures apply only 
to a limited number of cases the author believes that the provision of additional 
disclosures is welcome. In the  event of any negative effects on the  company 
resulting from additional disclosures, the  bad news is received by the  company 
promptly and describes the  issue accurately. When certain information is not 
disclosed by the company itself, society is still likely to learn adverse facts through 
the mass media and that may cause additional concerns for the company.

With regard to the laws and regulations governing the accounting, the author 
recommends that the  bulk of the  acts be divided in three parts. The  first part 
would embrace acts that concern the  basic principles of accounting. In Latvia, 
such acts include the law On Accounting, Cabinet of Ministers Regulation regarding 
the  conduct and organisation of accounting that explains the  law and Regulation 
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regarding the  accounting of cash operations that details the  procedure for cash 
transactions and accounting for such transaction in the  company. It is critical 
that Regulation on the preparation and formatting of documents is also included in 
the  group of basic regulations as it lays down the  rules for the  preparation and 
formatting of supporting documents and defines what requirements documents 
should meet to be legally valid.

The second group proposed by the author includes acts that regulate taxation. 
The  author recommends dividing the  entire tax base into four groups. The  first 
group is indirect taxes paid by consumers upon purchase of goods and services, 
and taxes of this group have defined minimum amounts that arise from the basket 
of goods and services required by the  inhabitants to meet their basic needs. 
The second group is payroll taxes with amounts changing on a virtually unlimited 
scale from zero up, and such amplitude is possible due to the fact that the amount 
of taxes depends on the  number of employees, which, according to the  Latvian 
Commercial Law, may fluctuate from zero to an ever increasing number during 
the growth phase. The third group is capital gains taxes that are paid by entities 
when their financial activities have generated profit. Moreover, if the  financial 
result of a reporting period is a loss the entity is able to compensate it in the future 
reporting periods. The  fourth group is property taxes directed at the  owners or 
holders of movable and immovable property in the understanding of the Latvian 
Civil Law. Contrary to the former three groups, the target audience for this group 
of taxes is wealthy inhabitants. Progressive application of these taxes could serve 
as an effective tool for the  state treasury to increase national budget revenues 
without any adverse effects on the less socially stable inhabitants.

It is the  third group where the  author includes acts that define disclosure 
requirements. In order for the  companies to gain maximum benefit out of 
decisions that the  users make they are required to disclose information in 
their financial statements that meets the  objectives of all users. According to 
the  author, at present this is the  least orderly group of acts in Latvia compared 
to both former groups. There is some degree of uncertainty with regard to 
disclosure requirements as effective laws and regulations of Latvia rule out 
the  use of the  Latvian Accounting Standards in the  disclosure of information 
while the  Ministry of Finance, which is responsible for the  accounting policies 
in Latvia, includes the  Latvian Accounting Standards in the  list of documents 
applicable to accounting policies.
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WHAT’S INSIDE OF KNOWLEDGE 
MANAGEMENT EFFECTIVENESS?

VIESTURS BRĀLIS

Abstract 
Modern organisations pay great attention to their efficiency. One of the  most 
important factors that determine the  efficiency of a  modern organisation 
is that the  organisation manages its knowledge. However, there is a  lack of 
common interpretation, what does it means “knowledge”, as well as unequivocal 
interpretation what could be an aim of knowledge management (KM). This 
article gives a detailed list of factors that, apparently, influence the effectiveness 
of knowledge management effectiveness in organisations. Also, the introduction 
of KM in organisations are evaluated directly from the knowledge management 
system (KMS) effectiveness point of view –as KM has been effective itself, and 
as KM increases the  overall organisational effectiveness. This article explains 
the term “KM effectiveness” from different management approaches, and gives 
a deeper insight in “what does it mean – knowledge management effectiveness?” 
The  article shows the  causes that affect KM effectiveness of an organisation, 
what is KMS and what are more common used methods to measure KMS 
effectiveness of organisations. Based on an overview of available publications 
and researches about the  subject, the  author has proposed a  seven step model 
how to begin an organisation’s knowledge effectiveness assessment process. 

Keywords: Knowledge management, knowledge management effectiveness, 
knowledge management systems, knowledge acquisition, knowledge sharing, 
knowledge application

JEL code: A12, A22, D83

INTRODUCTION

“Knowledge” is indispensable keyword which many companies and 
organisations extensively use in developing their strategies, plans and insights 
into the  future. “Knowledge” is considered an ultimate competitive advantage. 
Knowledge is a  remarkable substance. Unlike other resources, the  value of 
knowledge increases instead of decreases when used (Shapiro C., Varian  H.  R., 
1999). As a  result, knowledge management faces a  significant challenge: 
the  more knowledge is used, the  more valuable it becomes for the  people and 
the  organisation(s) involved (Adler P.  S., 2002). Knowledge management is “to 
identify, manage, and value items that the  organisation knows or could know: 
skills and experience of people, archives, documents, relations with clients, 
suppliers and other persons and materials often contained in electronic databases” 
(Davenport  Th.  H., Prusak L., 2000). Effective knowledge management is not 
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an ultimate solution to all and everything; it is just one of many components 
of good management. Sound planning, smart marketing, high-quality products 
and services, attention to customers, the  efficient structuring of work, and 
the  thoughtful management of an organisation’s resources are not cancelled 
due to an acknowledgement that knowledge is critical to success and needs to 
be managed. However, when a  business faces competitors that perform well on 
those other dimensions, the difference between success and failure may well turn 
on how effectively it manages its knowledge (Davenport Th. H., Prusak L., 2000, 
Cameron K. S., Quinn R. E., 2011).

Organisations that have been effective in knowledge management are likely to 
regard knowledge as an asset, to develop organisational norms and values which 
would support the  acquisition, sharing and application of knowledge among 
their employees, which are all necessary for overall organisation effectiveness 
(Davenport Th. H., Prusak L., 2000). 

This article is intended to show the reader, what factors affect the effectiveness 
of the knowledge management, show approaches of KM effectiveness assessment 
that is the most frequently mentioned in the literature, and, on this basis, provide 
a model the use of which any particular organisation could create their own KM 
assessment style based on their needs. To achieve this objective, the author has 
put forward the  following tasks: 1) explore how is understood the  concept of 
“knowledge”, because we could manage only what we understand; 2) explore which 
perspectives KM provides to manage knowledge and how different perspectives 
influence KM goals; 3) explore how changing understanding of the  knowledge 
management purposes can affect “KM effectiveness” understanding; 4) to under
stand how a  term “KM effectiveness” is defined and what factors are taken into 
account to define this term; 4) offer an insight into the common KM effectiveness 
measuring systems; and 5) provide a  model for evaluation of an organization’s 
KM effectiveness assessment style based on the analysis done. 

KNOWLEDGE DEFINITIONS

What is knowledge? There are many definitions of term “knowledge” 
available in the literature. However, the author will not go deep into definitions, 
but concentrate on the  matter of the  subject of “knowledge effectiveness” and 
therefore the author provides a widely used definition of term “knowledge” (which 
is also mainly used to describe knowledge in organisations) as such –“Knowledge 
is the  combination of data and information, to which is added expert opinion, 
skills, and experience, to result in a  valuable asset, which can be used to aid 
decision making process. Knowledge may be explicit and/or tacit, individual 
and/or collective” (European Committee for Standardization, 2004). Knowledge 
is a valuable substance, and is generally seen as one of the most important assets 
in organisations that should be carefully managed. In the context of this article 
the  author believes that the  term “knowledge” in organisations is considered 
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as a  useful resource which needs to be managed effectively. Knowledge from 
this perspective is what human communities have accumulated over time to 
understand the  world and act effectively in it (Wenger E., 2004). Knowledge, 
or know-how, involves the  process of learning, understanding, and applying 
information (Soo Ch., Devinney T., Midgley D., Deering A., 2002). On 
the  significance of knowledge as a  resource is based the  so called knowledge 
based economy (Davenport Th. H., Prusak L., 2000), which is deeply related to 
the Science of Management and its subject of “effectiveness” in particular. 

Knowledge is different from information. It requires a different set of concepts 
and tools to be managed effectively. Six characteristics of knowledge distinguish 
it from information: 1) knowledge is a  human act; 2) knowledge is the  residue 
of thinking; 3) knowledge is created in the  present moment; 4) knowledge 
belongs to communities; 5) knowledge circulates through communities in many 
ways; and 6) new knowledge is created at the boundaries of old (Mcdermott R., 
1999). The  previously given “knowledge” definition is very simple, however, 
according to C.Zins research (Zins C., 2007). which is a summary of more than 
130 different data, information and knowledge definitions, which are provided 
by modern leading KM researchers, the author of this article made a conclusion 
that most knowledge definition include categories such as: 1) information, that is 
understood; 2) include people experience, intuition and expertise; 3) are created 
due to some process or interaction; 4) is a human possession, is something which 
cannot be detached from human; and 5) always include human as a “knowledge 
evaluator”. According to the author, “knowledge” definitions collected in C. Zins 
work are often contrary to each other, they stress different accents in knowledge 
nature and, therefore, the   author concludes that, despite the  considerable 
work that has been carried out to find the  “right” definition and understanding 
of knowledge, there is not a  common understanding of what is “knowledge”. 
According to the  author, it seriously affects an understanding of “knowledge 
management effectiveness” because how can one tell what does it mean 
“knowledge management effectiveness” if there is no common understanding of 
what does it mean “knowledge”? 

VARIOUS KNOWLEDGE MANAGEMENT (KM) 
DEFINITIONS 

To be ready to analyse the effectiveness of KM itself and the effectiveness of 
KM applications in organisations in particular, one needs to understand in detail, 
what is KM from various points of view. There are various definitions of term 
“knowledge management” available in the literature based on the different views 
of knowledge. For instance, knowledge management refers to identifying and 
leveraging the collective knowledge in the organisation to help the organisation 
compete in the  market (Von Krogh G., 1998, Von Krogh G., Nonaka I. and 
Aben  M., 2001). Hanley and Dawson (Hanley S., Dawson C., 2000) viewed 
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knowledge management as a  collecting procedure for effectively conducting 
the creation, expansion, and effect of knowledge, and to accomplish goals in an 
organisation. Knowledge management is an integrated, systematic approach to 
identify, manage, and share all of the department’s information assets, including 
databases, documents, policies and procedures, as well as previously unarticulated 
expertise and experience resident in individual officers (Jones D., 2003). KM is 
also known as a  systematic, goal-oriented application of measures to steer and 
control the  tangible and intangible knowledge assets of organisations, with 
the  aim of using existing knowledge inside and outside of these organisations 
to enable the  creation of new knowledge, and generate value, innovation and 
improvement (Wunram M., 2000).

Knowledge management has been broadly defined from three different 
perspectives – individual skills perspective, process perspective and management 
perspective (Sims R., 2008). There are some KM definitions from the  three 
different perspectives:
•	 Individual skills perspective: Tsoukas and Vladimirou KM definition: 

“The  dynamic process of turning an unreflective practice into a  reflective 
one by elucidating the rules guiding the activities of the practice, by helping 
give a  particular shape to collective understandings, and by facilitating 
the  emergence of heuristic knowledge” (Tsoukas H., Vladimirou E., 2001). 
M. E. Jennex KM definition: “The practice of selectively applying knowledge 
from previous experiences of decision making to current and future decision-
making activities with the  express purpose of improving the  organisation’s 
effectiveness.” (Jennex M. E., 2007).

•	 Process based perspective: From the  process view of the  KM, it can be 
defined as the creation, acquisition, sharing, and utilisation of knowledge for 
the promotion of organisational performance (Laurie J., 1997). Allee (Allee V., 
1997), Davenport (Davenport Th.  H., Prusak L., 2000), Alavi and Leidner 
(Alavi M., Leidner D. E., 2001): “KM is managing the corporation’s knowledge 
through a systematically and organisationally specified process for acquiring, 
organising, sustaining, applying, sharing and renewing both the  tacit and 
explicit knowledge of employees to enhance organisational performance and 
create value”; Davenport, Prusak, and Strong (Davenport Th. H., Prusak L., 
and Strong A., 2008): “…a concentred effort to improve how knowledge is 
created, delivered and used…”; Y. Malhotra (Malhotra Y., 2008; Malhotra Y., 
2005): “Knowledge Management refers to the critical issues of organisational 
adaptation, survival and competence against discontinuous environmental 
change. Essentially it embodies organisational processes that seek synergistic 
combination of data and information processing capacity of information 
technologies, and the  creative and innovative capacity of human beings.” 
The  process based approach is being widely used next in this article due to 
its clearly given distinction between processes which form KM itself and 
recommendations to organisation management which could be given to 
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improve KM processes. The process based approach to KM emphasises that 
knowledge is an organisation’s resource. 

•	 Management perspective: Firestone (Firestone J., 2008): “KM refers to 
activities aimed at enhancing knowledge processing. These activities are 
interventions designed to affect how knowledge processing is done.” Frappaolo 
(Frappaolo C. (Ed.), 2006): “The leveraging of collective wisdom to increase 
responsiveness and innovation.” Holsapple and Joshi (Holsapple C.  W., 
Joshi  K.  D., 2004): “An entity’s systematic and deliberate efforts to expand, 
cultivate, and apply available knowledge in ways that add value to the entity 
in the  sense of positive results in accomplishing its objectives or fulfilling 
its purpose.” Sveiby (Sveiby K. E., 2001): “The art of creating value from an 
organisation’s Intangible Assets”. Darroch and McNaughton (Darroch  J., 
McNaughton  R., 2002): “Knowledge management is the  management 
function that encompasses the creation of knowledge, management of the flow 
of knowledge within the organisation, and usage of knowledge in an effective 
and efficient manner for the long-term benefit of the organisation”.
Consequently, the author concludes that each of the KM perspectives outlines 

different aspects of knowledge management. The  individual skills perspective 
puts forward employee skills and abilities, consequently, according to the author; 
KM efficiency here is interpreted as individual skills management efficiency. 
The  process based perspective focus on the  process how “knowledge” can be 
managed as “company resource” and consequently KM efficiency, according to 
the  author, could be interpreted as a  sum of those process effectiveness’s which 
contributes to whole KM process. In turn, from the KM management perspective 
KM effectiveness can be interpreted from systemic, organisation as a whole point 
of view. Therefore, from a  management perspective, as author suggests, KM 
effectiveness is only one of the  elements that contributes to the  whole system 
(i.e. organisation’s) effectiveness. 

According to the  author clearly, there are three different approaches how 
one can interpret KM effectiveness, which also affects the  KM effectiveness 
measuring methodology and results interpretation. But when one is looking to 
the organisation from a  “knowledge as a resource” point of view, a greater role in 
assessing KM effectiveness, according to the author, could be granted to process 
(or resource) based approach because this approach offers a  well-developed 
measurement methodology.

DIFFERENT APPROACHES TO KM EFFECTIVENESS 
DEFINITION

According to Arthur Anderson Business Consulting the term “performance” 
refers to a  measurement of extent to which an organisation reaches a  given 
objective; and the term “operational performance” refers to the measured effect 
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of each operational variable within overall “performance” (Arthur Andersen 
Business Consulting, 1999). To evaluate the  “operational performance” of KM, 
the  American Productivity and Quality Center (www.apqc.org) and Arthur 
Anderson Business Consulting (Arthur Andersen Business Consulting, 1999) 
developed a knowledge management assessment tool (KMAT) in 1995. KMAT 
can be used by enterprises to select the  appropriate type of KM. KMAT is 
composed of five fundamental elements: 1) leadership and KM; 2) KM culture 
(e.g. performance related to organisational culture (Cameron K. S, Quinn R. E., 
2011); 3) KM technology; 4) KM measurement; and 5) KM process. Four key 
success factors were proposed: a) procedures of KM adopted; b) persons involved 
in KM; c) supporting organisational structure for KM; and d) information 
technology utilized in KM. The author has studied some KMAT questionnaires, 
and came to the conclusion that: 1) a questionnaire could not be filled out without 
significant preparatory work, the  questions are complex, deep (for example, 
“Knowledge Gaps are systematically identified and well-defined processes are 
used to close them”); 2) Questions are prepared on the basis of the opinion that 
they cover all vital processes which affect the efficiency of the whole organisation; 
3) KMAT tool looks on “knowledge” more as a “kind of information”; and 4) in 
modern management science prevails a  point of view that boundaries of an 
organisation could not be well defined and management as intangible resources 
become increasingly important for organisations to be successful The  author 
suggests that the KMAT questionnaire lacks important fundamental elements – 
KM impact on organisations, image assessment or Image management in 
context of KM (how KM practice affects all possible public impressions about 
the organisation). 

To know how to manage knowledge effectively, usually it is necessary 
to know the  underlying constructions on which knowledge management 
is based. The  literature shows that KM is mainly based on four pillars  – 
Knowledge is a  function of culture, skills, information (Rampersad H., 2002a, 
Rampersad H., 2002b) and technology. Therefore, in order for knowledge to be 
enhanced effectively, interaction is necessary between technologies, techniques 
and people to allow an organisation to manage its knowledge effectively 
(Holsappl  C.  W., Joshi  K.  D., 2004). Hence, the  relationship between culture, 
information, technology and skills must be considered as an important in 
relation to KM effectiveness (Rampersad H., 2002a; Rampersad H., 2002b). 
According to the Arthur Anderson Business Consulting proposed model of KM 
(Rampersad  H., 2002a), an additional component (in addition to the  already 
mentioned culture, information, technology and skills) should be added to give 
a complete view on a subject –wisdom. Wisdom is defined as “constructive” use 
of knowledge (Matthews P., 1997) or “use of knowledge ... to achieve a common 
good” (Sternberg R. J., 2003). Therefore, according to Arthur Anderson Business 
Consulting, KM effectiveness should be considered as a function of effectiveness 
of KM components – culture, information, technology, skills and wisdom (Arthur 
Andersen Business Consulting, 1999). 
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According to Ralph (Ralph L., 2003) knowledge management effectiveness 
is a  management discipline which focused on the  development and usage 
of knowledge to support the  achievement of strategic business objectives of 
organisation. According to Salisbury (Salisbury M. W., 2003) knowledge 
management effectiveness relates to the deployment of a comprehensive system 
that enhances the growth of an organisation’s knowledge. Based on the views of 
Gold, Malhotra, and Segras’s (Gold A. H., Malhotra A. and Segras A. H., 2001) as 
well as Alavi and Leidner (Alavi M., Leidner D. E., 2001) knowledge management 
effectiveness can be analysed from a  process perspective, which include, as 
mentioned above, three key functions  –knowledge acquisition, knowledge 
sharing and knowledge application. Hence, for effective knowledge management 
to take place, an organisation’s KM system needs to be effective in these three 
components (Ling T. C., Nasurdin A. M., 2010).

When knowledge is acquired, shared, and applied, the  learning process 
takes place to improve the collection of knowledge available to the organisation 
(Jimenez-Jimenez J., Sanz-Valle R., 2005) and as a  result, reflect effectiveness 
of KMS itself. According to Alavi and Leidner (Alavi M., Leidner D.  E., 
2001), maximisation of knowledge-related effectiveness of an organisation 
will result in actions for innovation, which, in its turn, results in improving 
effectiveness of whole organisation. Operating within a  highly competitive and 
uncertain environment, manufacturing firms need to be more likely to place 
greater emphasis on knowledge management effectiveness. If an organisation 
demonstrates competence in knowledge management, it can be considered as 
having a knowledge management-orientation (Darroch J., McNaughton R., 2002) 
which means some degree of knowledge management effectiveness. 

Hoy and Miskel (Hoy W. K., Miskel C. G., 2001) suggests that measurement 
of the  effectiveness of organisational KM activity could be classified into four 
phases: a) knowledge adaptation effectiveness; b) knowledge achievement 
effectiveness; c) knowledge integration effectiveness; and d) knowledge potential 
effectiveness. 

According to the  author, KM effectiveness definitions primarily emphasise 
a process based perspective. This definition takes into account both KM processes 
and organisation processes. From KM process point of view (acquisition, sharing, 
application etc.), it is noted that, if these processes are managed effectively, 
the organisation tended to improve its overall efficiency. From the point of view 
of the organisation’s process KM effectiveness is interpreted as the improvement 
of certain aspects of organisation’s management (these aspects are culture 
management, information management, technology management, skills 
management, innovation management, etc.) by using KM methods. According 
to the  author, the  KM process perspective is quite rightly widely used because: 
1)  the  processes can be measured, and with it, they could be driven; 2) KM 
believes that processes contribute to the  overall organisational effectiveness, 
therefore through management of the processes one can manage the organisation; 
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3) wisdom is mentioned as one of KM effectiveness component, however it is not 
used to define any process in the organisation in the context of KM effectiveness. 
The author concludes that the KM process perspective assumes that KM process 
(es) affects the  performance of the  organisation, and along with the  improving 
of KM processes, it is possible to improve an organisation’s total performance. 
At the  same time, according to the  author, as well as based on some researches 
mentioned in the  literature (Malhotra Y., 2008, Mentzas G., Apostolou D., 
Abecker A., Young R., 2003) the  relationship between knowledge acquisition, 
sharing and application and organisational total performance is not proved 
unambiguously. Based on this the author proposes that in the case of a particular 
organisation it is necessary to assess carefully the impact of each KM process on 
total organisational performance before using a  particular process assessment 
as an indicator of KM effectiveness. In the next section the author offers a short 
look at the  organisation’s knowledge management systems, the  mechanisms 
which an organisation can use to manage its knowledge in accordance with each 
organisation’s understanding of what is the main purpose of KM. 

KNOWLEDGE MANAGEMENT SYSTEMS

Knowledge Management Systems (KMS) are systems designed to manage 
organisational knowledge. Alavi and Leidner (Alavi M., Leidner D.  E., 2001) 
clarify KMS as IT-based systems developed to support/enhance the  processes 
of knowledge creation, storage/retrieval, transfer, and application. Additionally 
a  KMS supports knowledge management through the  creation of network 
based Organisational Memory (OM) and support for virtual project teams 
and organisations and communities of practice. A  final goal of a  KMS is 
to support knowledge/OM creation. There are two approaches to building 
a  KMS  – the  process/task approach and the  infrastructure/generic approach. 
The process/task approach focuses on the use of knowledge/OM by participants 
in a process, task or project in order to improve the effectiveness of that process, 
task or project. This approach identifies the information and knowledge needs of 
the process, where they are located, and who needs them. This approach requires 
the KMS to capture minimal context because users are assumed to understand 
the milieu of the knowledge that is captured and used. The infrastructure/generic 
approach focuses on building a  system to capture and distribute knowledge/
OM for use throughout the organisation. The concern is with capturing context 
to explain the  captured knowledge and the  technical details needed to provide 
good mnemonic functions associated with the identification, retrieval, and use of 
knowledge/OM. The  approach focuses on network capacity, database structure 
and organisation, and knowledge/information classification.

Both approaches may be used to create a  complete KMS. The  process/task 
approach supports specific work activities, while the  infrastructure/generic 
approach integrates organisational knowledge into a  single system that can 
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be leveraged over the  total organisation instead of just a  process or Project 
(Jennex M. E., Olfman L., 2004). Morrison and Weiser (Morrison J., Weiser M., 
1996) and Chantarasombat, Srisa-ard, Kuofie and Jennex (Jennex  M.  E., 
Chantarasombat Ch., Srisa-ard B., Kuofie M.  H.  S., 2010) support the  dual 
approach concept by suggesting that an organisation-wide KMS be designed 
to combine an organisation’s various task/process based KMSs into a  single 
environment and integrated system. 

According to the  author KMS are complex and complicated systems, 
and the  KMS development process could consume significant organisational 
resources. Providing KMS maintenance and functioning could be an additional 
management task, which also could be managed by KM methods. According to 
the  author, before proceeding with any KMS system implementation project, 
the  organisation should carefully consider the  necessity of such a  system; 
evaluate gains and losses, pros and cons. Each of the  KMS provides a  different 
view of the  organisation’s knowledge management and takes into account 
different factors of an organisation’s knowledge management effectiveness. These 
various factors, as the  author concluded, may often conflict with each other 
(infrastructure generic approach requires a broad integration, which in turn may 
be contrary to the  needs of any individual process/task approach). So, the  KM 
process performance criteria may conflict with each other, which draw the author 
to the conclusion that, to assess the effectiveness of KM, one needs to understand 
what one would like to evaluate and for what purpose it is necessary. 

DIFFERENT KM EFFECTIVENESS APPROACHES

From a review of available literature it can be concluded that there are many 
different approaches used to determine KMS effectiveness. One of them looks at 
the effective implementation of KM processes as the indicator of KM effectiveness 
with the  expectation that effective processes will lead to successful knowledge 
use. These models identify KM processes by looking at KM/KMS success 
factors. Another approach looks at identifying the  impact from the  KM/KMS 
implementation in respect of an organization’s processes with the  expectation 
that if there are improvements from using knowledge then the  KM/KMS 
implementation is successful. These models consider success a  dependent 
variable and seek to identify the  factors that lead to generating impacts from 
using knowledge.

Ling and Nasurdin (Ling T. C., Nasurdin A. M., 2011) as well as McInerney 
and Koenig (McInerney C. M., Koenig M. E. D., 2011) and others divide KM 
performance (effectiveness) into qualitative and quantitative measures from 
a variety of perspectives. Qualitative measures include improving employee skills, 
product quality, business processes, and customer (supplier) relationships; while 
quantitative measures include reducing operating costs, improving productivity, 
and increasing profits. Chua and Goh (Chua A. Y. K., Goh D. H., 2008) identify 
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four elements in a KM initiative, namely, knowledge activities, knowledge assets, 
the  impact on organizational processes, and business objectives; while Khalifa 
and Liu (Khalifa M., Liu V., 2003) view KM effectiveness as KM’s impact on 
achieving a firm’s goals. 

KM effectiveness has been assessed by a  number of studies using diverse 
criteria, such as the  quality of knowledge and the  perceived usefulness of 
knowledge (Brachos D., Kostopoulos K., Soderquist K. E., Prastacos G., 
2007), the  satisfaction derived by using knowledge (Becerra-Fernandez, I. and 
Sabherwal R., 2001; Choi S. Y., Kang Y. S., Lee H., 2008; Lin H. F., 2007). Corso 
et al. (Corso M., Martini A., Pellegrini L., Massa S., Testa S., 2006) observe that 
satisfaction, i.e., a  user’s perception that the  design of an organisational system 
meets his/her knowledge needs for solving task-related problems, is a frequently-
cited construct and an individual-level perspective for measuring KM outcomes. 
The  level of satisfaction derived from using knowledge depends on information 
availability and knowledge sharing. It is therefore an appropriate variable for 
assessing KM effectiveness (Becerra-Fernandez I. and Sabherwal R., 2001; 
Chou T. C., Chang P. L., Tsai C. T., Cheng Y. P., 2005).

Some of the more common approaches are outlined here for the purposes of 
providing a general overview: 

a)	 Measuring the  impact of knowledge management on corporate performance. 
The sole purpose of any kind of KM activities is to improve the performance 
of the  corporation and to help it to achieve its objectives. Measuring 
outcomes focuses on the extent to which a project or a process achieves 
its stated objectives. Usually these measures will be quantitative (“hard”) 
measures (%, numbers etc.). However these measures only give part of 
the picture – they do not tell one why people are doing what they are doing. 
Hence to complete the  picture, one will also need qualitative (“soft”) 
measures by asking people about the  attitudes and behaviours behind 
their activities (O’Dell C., Grayson C., Jackson G. C., 1998).

b)	 Balanced scorecard. The  balanced scorecard focuses on linking an 
organisation’s strategy and objectives to measures from four key 
perspectives: financial, customers, internal processes, and learning and 
growth. In contrast to traditional accounting measures, the  balanced 
scorecard shifts the focus from key measures to intangible success factors. 
These roughly equate to the  three components of intellectual capital  – 
namely human capital (learning), structural capital (processes), and 
customer capital. The  balanced scorecard approach can be applied to 
individual initiatives as well as to a whole corporation. 

c)	 Return On Investment (ROI). Most initiatives that require resources 
will be expected to show a  return on investment  – what benefits did 
one get to justify the  costs involved  – and knowledge management in 
usually no exception. A  number of approaches have been developed for 
showing financial returns on knowledge assets, such as that of Clare and 
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Detore [17] Such approaches tend to be rather complex, and therefore are 
probably more appropriate for organisations that are reasonably advanced 
in their knowledge management efforts, rather than just starting out. 
ROI is considered not the  best measurement fort KMS performance 
(Kim Jong-Ae., 2006; Grant A. M., 2012).

d)	 The  knowledge management lifecycle (Maturity of KM). The  map of KM 
Maturity (KMM) has five stages: a) Get started, b) Develop a  strategy, 
c)  Design and launch a  knowledge management initiative, d) Expand 
and support, and e) Institutionalise knowledge management. There are 
measures associated with each stage. KMM is a methodology to develop 
Knowledge Management goal oriented, systematically and holistically. 
It consists of two models –a development model and an analysis model. 
The  development model defines five maturity levels (initial, repeated, 
defined, managed and optimising) and provides information how to 
make the next reasonable step in Knowledge Management Development. 
The  analysis model helps to take account of all important aspects of 
Knowledge Management and reveals which topics should be developed 
in future. The  model consist of eight key areas  – Strategy, knowledge 
goals; Environment, partnership; People, competencies; Collaboration, 
culture; Leadership, Support; Knowledge structure, Knowledge forms; 
Technology, infrastructure; Processes, Roles, organisation; As a  third 
component an auditing process is defined which structures planning, data 
collection by interviews and workshops, and feedback sessions (Hang C., 
Samuel K. W. C., Wendy W. Y. W., 2012).

e)	 Employee surveys. Given the importance of people in knowledge manage-
ment, employee surveys can be a  useful additional to the  measurement 
toolbox. Surveys can be used to assess aspects of organisational culture 
and the extent to which people’s opinions, attitudes and behaviours are, 
or are not, changing. Obviously such surveys measure people’s subjective 
perceptions and these may or may not reflect reality, but in many ways 
that can be their very benefit, as people’s perceptions will determine their 
behaviours with respect to knowledge management. 

In general, knowledge management effectiveness can be conceived of as 
the  effectiveness of an organisation in managing the  knowledge acquired, 
shared, and applied by its employees. Organisations that effectively manage their 
knowledge within the organisation will have higher organisational innovation in 
turn to achieve breakthrough competitive advantage. As the  author concludes, 
the  wide range of KM effectiveness interpretations is associated with both 
a wide interpretation of the concept of “knowledge” and different views on what 
is KM. The author believes that another factor that determines the broad range 
of KM effectiveness understanding is related to the  difficulties associated with 
the definition of concrete results, which the organisation is seeking to get using 
KM methods. According to the author, summarising different KM effectiveness 
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measurement methods, one can come to the  conclusion that they can be 
described by a  two-dimensional model, where one dimension is the  “hard”  – 
“soft”  – and the  other is “process” (or internal approach)  – “result” (or external 
approach). As was mentioned in the introduction of this article one thinks about 
“knowledge” as a  resource of an organisation. Therefore, the  author believes, of 
particular importance is the KM effectiveness interpretation arising directly from 
the  belief that knowledge is a  resource that can be used to improve the  overall 
performance of the organisation. And this view particularly emphasises the KM 
process perspective. On the basis of it, the author offers a deeper look into KM 
effectiveness measurement approaches directly from the KM process perspective. 

PROCESS APPROACH MEASURING KM 
EFFECTIVENESS – INSIGHT

Based on the  knowledge-based view of the  firm, different capabilities in 
developing and deploying knowledge will lead to differences in organisational 
performances. Thus, knowledge has become the  most strategically significant 
resource of the  firm (Grant R., 2000; Nonaka I., 1994). According to Grant 
(Grant R., 2000) a knowledge-based view consists of assumptions which include 
the characteristics of knowledge and the circumstances of its acquisition, sharing, 
and application, which can be considered as a crucial capability of the firm, which 
serves as the primary driver of KM effectiveness. This means that an organisation’s 
effectiveness in knowledge management will enable them to continuously 
transform their administrative process, information system, and organisation 
structure into new innovation which could improve the effectiveness of the whole 
organisation. This aligns well with the  argument by Jennex and Olfman 
(Jennex M. E., Olfman L., 2004; Jennex M. E., Olfman L., 2006; Jennex M. E., 
Zakharova I., 2008) that knowledge management effectiveness is expected 
to strengthen organisational capability to innovate. Knowledge management 
effectiveness has been identified as having three effectiveness dimensions: 
knowledge acquisition or knowledge generation effectiveness, knowledge sharing 
or knowledge transfer effectiveness, and knowledge utilisation or application 
effectiveness (Gold A.  H., Malhotra A. and Segras A.  H., 2001; Shapira P., 
Youtie J., Yogeesvaran K., Jaafar Z., 2005; Zheng W., 2005).

Knowledge Acquisition Effectiveness

Knowledge acquisition, also known as knowledge generation refers to 
the  activity of identifying knowledge in the  environment and transforming it 
into a  representation that could be internalised, and/or used (Holsapple  C.  W., 
Joshi K. D., 2004; Liebowitz J., 1999). Based on Gold et al. (Gold A. H., Malhotra A. 
and Segras A. H., 2001), the effectiveness of knowledge acquisition can be viewed 
from two perspectives: a) creation of new knowledge from the  application of 
existing knowledge, and b) improved usage of existing knowledge and more 



138	 What’s inside of Knowledge Management Effectiveness?

effective acquisition of new knowledge. Generally, knowledge and opportunities 
acquired from a firm’s business partners (such as customers and suppliers) can be 
used as information to increase the likelihood of meeting customer’s requirements 
by improving the  quality of service and administrative system (Pinho J. C., 
2007). In other word, knowledge acquisition helps to ensure the  smooth 
development and establishment of new procedures and approaches, which could 
led to effectiveness improvement. When firms are effective in their acquisition of 
knowledge from external sources especially specialised knowledge, they are likely 
to increase their innovative capabilities, enhancing their knowledge to establish 
new procedures (Chen C. J., Huang J. W., 2009; Liao S. H., Wu C. C., Hu D. C., 
Tsuei G. A., 2009).

Knowledge Sharing Effectiveness

Knowledge sharing is also called knowledge transfer or knowledge 
diffusion and refers to the  process in which knowledge is transferred from one 
person to another, from individuals to groups, or from one group to another 
(Davenport Th. H., Prusak L., 2000). According to Chen and Huang (Chen C. J., 
Huang J. W., 2009) knowledge sharing relates to the understanding of information 
and communication among team members from the  different functions within 
the  firm concerning customer requirements, suppliers’ capacities, and internal 
capabilities. Ralph (Ralph L., 2003) articulated that knowledge sharing is 
a  process capturing valuable knowledge and stringing it, making it available 
for the  organisation to be used by the  employees  – the process of transforming 
knowledge into an easily accessible form and the  process of accessing context 
specific knowledge for a specific purpose, whether by a user seeking it directly or 
by having it delivered unprompted. 

Knowledge sharing involves organisational members who willingly 
contributed their knowledge for organisational memory. When knowledge 
is shared among employees, the  flow of knowledge and information 
becomes smoother and faster, and this will help to provide faster feedback to 
the  management authorities, resulting in prompt decision-making (Chen C. J., 
Huang J. W., 2009; Zheng W., 2005). 

Knowledge Application Effectiveness 

Knowledge application, also termed as knowledge utilisation or knowledge 
implementation, refers to the mechanism for an organisation to store, to retrieve, 
to adjust strategic direction, solve new problems, and improve efficiency 
(Gold, A. H., Malhotra, A. and Segras, A. H., 2001). Knowledge must flow into 
actions in order to be useful and beneficial to the  organisation (Demarest,  M., 
1997). Knowledge application can be viewed from various sources, such as 
when employees apply the  firm’s internal knowledge to their individual and 
team work, when the  organisation apply information sourced from external to 
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improve, planning process, administrative system and organisational-integrated 
mechanisms (Chen C.  J., Huang J. W., 2009). Knowledge application effec
tiveness helps to ensure that the  effort expended in managing and maintaining 
knowledge within organisation remains cost-effective and create value for 
the firm. With this fact, firms will be able to update its core competence, leading 
to greater overall performance (Chen C. J., Huang J. W., 2009; Zheng W., 2005).

As can be seen, the  process perspective of defining KM clearly shows 
the benefits of KM process management, because of linking the effectiveness of 
this process with a  total organisational efficiency. Improving each of these KM 
processes, it is possible to improve the  overall effectiveness of the  organisation. 
The  author believes that the  process based perspective takes into account 
the fact that there are different types of knowledge (Blackler F., 2009, European 
Committee for Standardization, 2004), but at the  same time does not offer 
an opportunity to take into account to which of the  processes must be drawn 
more attention, depending on the  type of knowledge, which is dominant in 
the  organisation. According to the  author, the  type of the  knowledge which 
dominates in any particular organisation (and which are used by the organisation 
as a  resource to perform the  organisation’s tasks) essentially determines 
the distribution of KM processes in the organisation.

CONCLUSION AND RECOMMENDATIONS 

To find a suitable KM effectiveness assessment method for each organisation 
it is not enough to take a standard methodology and formally fill it. The author 
proposes that for each organisation it is required to find a way to create their own 
methodology based on the  known KM knowledge, methodologies, approaches 
and ideas. Each organisation’s personal approach clearly will depend on the goals 
proposed for the  organisation’s KM, from the  form in which the  organisation 
wants to see the evaluation of the effectiveness of KM, etc. In view of the above, 
the author offers a  seven step method how to choose a particular organisation’s 
KM effectiveness assessment style or assessment principles. These seven steps 
are: 1) Define a goal of KM effectiveness assessment – what does one want to do 
with results that one will get; 2) What does one mean with term “knowledge” 
in case of their particular organisation; 3) Which aspects of KM needs to be 
assessed – “soft” of “hard”; 4) What is the scope of KM effectiveness assessment – 
some particular tasks or processes in the organisation or the whole organisation’s 
performance, overall assessment; 5) What form of results are more appropriate 
for ones goals  – quantitative or qualitative; 6) One needs to choose which of 
the  KM processes have more impact on ones KM effectiveness assessment 
in the  particular organisation in particular assessment period; and 7) How 
a  particular KM approach affects the  overall organisation’s image (this step is 
deeply related to concept of wisdom  – knowing something above particular 
knowledge and know how to use it for the good of the organisation as a whole). 
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According to the author, the proposed model provides guidelines under which 
one can easily and efficiently compose KM effectiveness evaluation requirements 
for a  particular organisation. Drawn up by following the  KM effectiveness 
assessment methodology, the model will give specific and useful improvement to 
the  organisation’s KM system. Even though the  model is based on the  existing 
studies and existing knowledge, the author believes that the practical realisation 
of the  model will provide an organisation, in which it will be applied, with 
following benefits – 1) economy of time and other resources; 2) the precise results 
obtained in conformity with the organisation’s KM system needs; 3) the results 
obtained will be understandable and practically applied; 4) the organisation will 
be provided with a deeper understanding of the specific organisation’s processes 
and connections between them which could allow it to evaluate more precisely 
KM effectiveness factors regarding this particular organisation. 
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DIFFUSION OF INNOVATIONS AND ITS 
FORECAST FOR E-SIGNATURE IN LATVIA

JURIS BALDUNČIKS

Abstract 
In the modern-day world, new technologies, products and services emerge almost 
every day. Some of them are more successful than others. There are thousands 
of reasons, including quality, price and, notably, innovative approaches, due 
to which a  product may become successful, while others fail. It is considered 
that certain things become great innovations mainly due to the  way they are 
communicated to their consumers and the way the users adopt them. The theory 
behind this is called diffusion of innovations and allows one to make a prediction 
as to how people are going to adopt new products and services. This research 
looks at a few different theories behind diffusion of innovations, combines them 
and shows how its principles are successfully applied for a practical prediction of 
diffusion for a new service in Latvia – e-signature. 

Keywords: Latvia, Diffusion of innovations, Bass diffusion model, information 
society, diffusion of e-signature

JEL Code: C32, M31

INTRODUCTION

The importance of this research is significant from two major perspectives – 
those of business and academia. 

With the emergence of new economics and increasing competition between 
enterprises, it is very clear that innovation is already playing, and will assume 
an even bigger role in the  future enabling companies to achieve success in 
the marketplace. Companies are investing large amounts into their research and 
development efforts, as well as looking for new ways to encourage and motivate 
their employees or other stakeholders to become more innovative. There are 
many theories such as stage gate approach, pipeline management and others that 
are effective tools for the  project management behind new ideas and products; 
however, there are not that many which look deeper into what happens after 
the product rolls out of the business development or research department. 

There is also a  gap from the  academic perspective. Because of the  peculiar 
nature of new products and, more often than not, due to lack of supporting data 
there are few theories and methods that look at the  possibilities of forecasting 
the curve of innovation as it penetrates the market. 

Of course, the  theory behind diffusion of innovations is no magical crystal 
ball that allows seeing into the future of the adoption of a specific product, but it 
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is an effective, easy to use and practical tool to look at the potential market and 
the way it changes over the process of a product adoption. The main goal of this 
research is to provide practical evidence for the  use of these tools in diffusion 
forecasting as regards a  new service in Latvia, e-signature, and by leveraging 
possibilities of this theory, also to put forward suggestions concerning a  better 
product positioning over its lifecycle.

THEORETICAL FRAMEWORK

Diffusion of innovations is a  theory behind the  way how, why and at what 
rate new products, services, technologies and even ideas spread in the society or, 
more specifically, market. Diffusion is characterised by the  adoption speed and 
amount (Rogers et al., 1962). The pioneer behind the theory, Everett Rogers, lists 
four main elements that need to be examined:

1.	 Innovation
2.	 Social System
3.	 Time
4.	 Communication channels
To better understand the empirical analysis of this research it is important to 

take an in-depth look at these four elements by starting with innovation proper. 
Rogers defines several intrinsic characteristics of innovations that influence an 
individual’s decision to adopt or reject an innovation. Those features have been 
summarised in Table 1.

Table 1	 Most significant characteristics of innovation in the process of diffusion

RELATIVE 
ADVANTAGE

How much the idea is better than the one of a previous generation it is 
a substitute for.

COMPATIBILITY The level of possibility for incorporating the innovation in a person’s 
life (from the standpoint of social norms and technologies).

COMPLEXITY OR 
SIMPLICITY

How much is the innovation perceived as easy to use. More complex 
innovations are less likely to be adopted.

TRIALABILITY The possibility of trying out or experimenting with the innovation 
before fully adopting it.

OBSERVABILITY
The ways to see the innovation in action on others. The more 
innovation has a possibility of being communicated to other peers, 
the more chance it is going to be adopted.

Source: author’s construction based on Rogers (1962) diffusion of innovations theory

Individuals within a  social system can be characterised from a  perspective 
when they adopt a specific innovation over innovations lifecycle. Rogers suggests 
a  total of five categories of adopters in the social system in order to standardise 
the usage of adopter categories in diffusion research. The diffusion over a longer 
period of time usually takes an S shaped curve and is divided in five user 
categories. The properties of those adopters are summarised in Table 2.
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Table 2	 Adopter categories by Everett Rogers and their characteristics

INNOVATORS The  process of innovation adoption starts with a  small number of people 
who do not create boundaries for themselves and are considered as dreamers. 
These first 2.5% are Innovators, who are bold, educated and fearless in terms of 
adopting or trying new things. They appreciate the advantages of technological 
development and they are inspired by the  idea that they can be change 
makers in their social group. They are willing to put up with uncertainties and 
problems that might arise in the product’s introduction period.

EARLY 
ADOPTERS

Next 13.5% are Early Adopters, They usually are leaders of their social groups, 
they are well educated and looking for chances to adopt new technology to 
have an advantage over others, who have not adopted it. They are tempted 
by bold or risky purchases or projects. These adopters don’t usually pay large 
attention to the  price if the  technology gives them privileges over others. 
They need more individual approach, fast solutions and very good support 
from the product creators.

EARLY 
MAJORITY

Next 34% of adopters are called Early Majority. They are more cautious 
and are characterised by many non-formal social contacts. These people 
are motivated more by making an evolutionary rather than revolutionary 
jump in adopting the technology. These adopters search for products that 
are considered as “industry standard” or “normal product”. They search for 
simple, proven and better ways to do things they are already doing now, 
and not spend a lot of time learning the new product or technology. Some 
distinctive labels that characterise this category are “plug-and-play”, “no 
sweat” “user-friendly” or “value for money”.

LATE 
MAJORITY

Next 34% are Late Majority. They are quite sceptical, traditional thinkers and 
many times in a lover economic or social class. Price is what really matters 
for them and they expect ideally developed products or solutions. They are 
interested in the technology adoption only for the sake of staying in the same 
level with others of the  social system. They are very trustworthy for their 
opinion leaders who help them understand the need for the innovation.

LAGGARDS Last 16% are Laggards. Laggards are highly sceptical and want to stay in 
the “status quo”. They do not believe that technology improves productivity 
and sometimes they even become proactive against technology progress. For 
them to adopt the technology, it is important to see that other laggards have 
adopted the product and basically it is not considered as innovation anymore.

Source: author’s construction based on Rogers (1962) diffusion of innovations theory

Many of new innovations get stuck on the  border between early adopters 
and early majority, and some researchers believe that a  gap can be observed at 
this point of diffusion. This gap can be characterised as notable differences 
in the  adopter categories after early adopters (Moore, 1991). The  author of 
the research also suggests that all the groups following early adopters are strongly 
influenced by the adoption among the groups preceding them (Innovators, Early 
Adopters). It is important for them to see whether the product has reached a mass 
critical from their standpoint, but the  problem arises because Innovators and 
Early Adopters want to be ahead of the  regular consumer. In that way they are 
changing innovations they use quite often  – not allowing for the  technology to 
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reach the  mass necessary for the  Early Majority to kick in. Many innovations 
have failed at this point in their lifecycle because of these and other problems 
connected with the difference in perception.

To have an in-depth look into the remaining two elements of diffusion (Time 
and Communication Channels) and examine social system more in detail it is 
necessary to outline at the  main mathematical tool that is going to be used in 
the  empirical part of this research. Under the  influence of theoretical research 
by Everett Rogers, a marketing professor Frank Bass published his paper “A new 
product growth model for consumer durables”, where he explained many of Rogers’s 
theories in a more mathematical manner.

The main principle of Bass’s model reads as follows: the portion of the potential 
market that adopts innovation at a  specific time (t) given that they have not 
yet adopted it already, is equal to a  linear function of previous adopters (Bass, 
1969). Two most important variables in the  model that are directly connected 
with the Rogers’s communication channel aspect are parameters p (innovation 
coefficient) and q (imitation coefficient) that show the  effects advertising and 
word of mouth have on the  diffusion curve. Innovation coefficient p is called 
so because its endowment to new adoptions does not depend on previous 
adoptions. Since these adoptions are caused by some influence outside the social 
system, for instance advertising, the  parameter is also called the  parameter of 
external influence. The  effect of the  coefficient of imitation  – q is proportional 
to cumulative adoptions before. In other words, the  more people are talking 
about a  product, the  more other people in the  social system will adopt it. This 
parameter is also referred to as the parameter of internal influence. The values of 
those parameters basically determine the way of the diffusion (Mahajan, Muller, 
and Bass 1995). Many times the  values of p and q for a  specific forecast are 
used from products, services or technologies that are similar to the  one whose 
diffusion needs to be forecasted (Van den Bulte, 2002). Till today, much research 
has been carried out and many p and q values for specific products and product 
groups have already been found. It is important to look at the split value of q/p 
when analysing the diffusion. If the value of q/p is bigger in comparison to other 
comparable products, it means that the forces of imitation or word of mouth are 
playing a much bigger role in the process of adoption. If the q/p is small or even 
zero, it shows that the innovation forces and advertising are playing a larger role 
in the process of adoption. For instance, a microwave oven has q/p = 178.5 while 
for a  PC, q/p = 2.322. Just like Rogers’s adoption curve, also the  cumulative 
adoption in the  model  happens in an s-shaped curve, but the  non-cumulative 
adoption takes a bell-shaped curve. The preferred Bass Model equation for use in 
curve fitting and forecasting, expressed as a cumulative function F(t) is:

	
 	 (1)
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But a non-cumulative function f(t) that shows the specific growth of adaptors 
in the period t is:

	 	 (2)

The  Bass model over the  time has gotten many additions. One of these 
additions allows to mathematically expressing the  borders between previously 
mentioned adopter categories (Wong, Yap, Turner, and Rexha 2011). By making 
a first derivative from the non-cumulative function and equating it to zero f(t)’=0. 
It is possible to find the peak of the adoption curve T* and also the border between 
early and late majority.

	 	 (3)

By making a  second derivative from the  non-cumulative function and 
equating it to zero f(t)’’=0. It is possible to find the other two borders that separate 
early adopters and early majority (T1) as well as late majority and laggards (T2).

	 	 (4)

	 	 (5)

EMPIRICAL ANALYSIS
Virtual exchange of ideas, e-commerce, social networking and many other 

activities has become an integral part of our lives. All of the  platforms allowing 
one to use these services and the  internet itself have become products, and just 
like all products they follow a  pattern of diffusion into the  society. They start as 
an innovation with few users and then, by leveraging different communication 
channels, spread in the  social system, gaining a  critical mass and, with time, 
reaching the peak of the increase in the number of adopters. One of such type of 
a new service in Latvia is e-signature. Latvia’s State Radio and Television Centre, 
which is the authority responsible for the introduction of the e-signature in Latvia 
defines e-signature as an electronic form of a  regular signature that can be used 
in  communications with companies, individuals, the  government and local 
authorities. A document signed electronically has the same legal value as documents 
in a paper format. This research proposes to use the diffusion of innovations theory 
and the Bass model to forecast the diffusion of e-signature in Latvia. As mentioned 
above, the  best way to use the  model is by finding a  benchmark or analogue for 
the product on which the forecast is going to be made. Online banking was selected 
as the best benchmark for e-signature due to various reasons:

1.	 Online banking is a mature product in Latvia, which has already reached 
its peak in terms of the adoption growth.

2.	 To register and get authorised for an e-signature one must have an online 
bank account in Latvia.
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3.	 Both of these services are being used for business and business-like 
activities. They both can be used as an authorisation of a person and are an 
integral parts of the e-commerce environment in Latvia.

4.	 Both of these services are similar in terms of the  importance of 
the  connectivity for them. The  necessity for both of these products is 
increasing together with the connection points in these systems. As more 
and more friends, relatives, business partners and other business entities 
adopt the service, the more value in terms of adoption it has.

To obtain the data about the online banking adoption, a survey was created 
(2012) with questions regarding the  year when a  person started to use online 
banking. The survey also included other questions of demographical nature and 
a  question connected with respondents’ overall attitude towards new products 
and services. 600 questionnaires where send out in online forums and spread 
among the  clients of an educational/training company. 276 correctly filled out 
forms were collected. 

From 276 respondents, 245 or 89.68% respondents answered “yes” to the ques-
tion whether they are currently using online banking services. Only 28 respond-
ents or 10.14% still had not adopted online banking at the  time of the  survey. 
For further calculations with the  help of the  Bass model, this part of respond-
ents was excluded, but will be used later for deeper analysis during the  second 
part of empirical research. People who have adopted the online banking service 
were also asked which year they started to use online banking. From the answers 
of this question, a  distribution was elicited that has been presented in Table 3.

Table 3	 Respondents’ breakdown by year when they adopted online banking

Year 
(t) #

Astro
nomical 
year (t)

Respondents 
who adopt 

online bank-
ing (t)

% from all 
respon-

dents

Cumulative 
percentage 
from all %

% from those 
who adopted 
online bank-

ing

Cumulative 
% from those 
who adopted

1 1999 3 1.09% 1.09% 1.21% 1.21%
2 2000 6 2.17% 3.26% 2.42% 3.63%
3 2001 8 2.90% 6.16% 3.23% 6.85%
4 2002 16 5.80% 11.96% 6.45% 13.31%
5 2003 24 8.70% 20.65% 9.68% 22.98%
6 2004 20 7.25% 27.90% 8.06% 31.05%
7 2005 25 9.06% 36.96% 10.08% 41.13%
8 2006 23 8.33% 45.29% 9.27% 50.40%
9 2007 32 11.59% 56.88% 12.90% 63.31%

10 2008 34 12.32% 69.20% 13.71% 77.02%
11 2009 24 8.70% 77.90% 9.68% 86.69%
12 2010 20 7.25% 85.14% 8.06% 94.76%
13 2011 9 3.26% 88.41% 3.63% 98.39%
14 2012 4 1.45% 89.86% 1.61% 100.00%

Source: author’s calculations based on survey (2012)
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This data will serve as source material in finding the Bass model parameters 
and drawing the  diffusion line. The  data also prove and clearly show another 
assumption the author made previously that online banking is already a mature 
product and has peaked on t = 10 (year 2008). After this year, the user adoption 
is only declining.

By using the  data from the  table in MS excel template for the  Bass model 
the  peak period T* and the  values of cumulative and non-cumulative function 
were found. The  diffusion line peaks when T* =  8.092 values of the  functions 
respectively are f (T*) = 13%, F(T*) = 49.2% (This can be observed in Figure 1).

Source: author’s construction based on Bass model calculations 
Figure 1	  Survey results of online banking adoption and cumulative diffusion curve

Through these calculations it is possible to find the  specific Bass model 
parameters q and p for the product. Firstly, it is necessary to modify f (t) and F (t) 
by putting T* inside of them so that t = T*:

	 	 (6)

	
 	 (7)

To find the  Bass model parameters, the  previously found values of those 
functions f (T*) = 13% =  0.130 and F (T*) = 49.2% =  0.492 will be used in 
formulas (6) and (7). 

F (T*) = 0.492 calculations:

	 	 (8)

By Simplifying (8):

	 f (T*) = 0.130	 (9)
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f (T*) = 0.130 Calculations:

	 	 (10)

By putting (9) inside of (10) get:
	 	 (11)

And by putting (11) back into (9):
	 	 (12)

	Now when the p and q, values have been found, it is possible to calculate T1 
and T2, and also make sure about the accurateness of T*. 

The boundary between early adopters and early majority is shown in formula 
(13).

	 	(13)

The border between late majority and laggards is shown in formula (14).

	 	 (14)

For verification purposes the peak values is calculated in (15).

	 	 (15)

All of the  previously made calculations except the  cumulative curve have 
been displayed in a graphical form in Figure 2.

Source: author’s construction on Bass model calculations 
Figure 2	  Non-cumulative diffusion and adopters split within the distribution
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Figure 2 shows graphically the  t values and corresponding border values. 
As was already noted, the diffusion peaks when t = 8.092. If one applies this to 
online banking, then the diffusion curve peaked at the beginning of 2006, early 
majority started around the middle of 2003, while laggards joined in the second 
part of 2008. The  new e-signature was introduced at the  beginning of 2011, so 
accordingly the  diffusion peak for it should happen at the  beginning of 2018, 
while the values of other two boundaries are calculated at in the middle of 2015 
and on the 3 quarter of 2020. 

When the  Bass model parameters have been found one can further analyse 
the q/p proportion (0.504/0.008 = 63). Frank Bass in his research found the value 
of this proportion to range between 9 till 85.7, but it is noted that nowadays 
products can have this value across a wider range or even have the value of zero. 
A  higher value of this proportion shows that the  adoption for this product in 
the  social system is happening more due to the  imitation and word of mouth 
effects (Wong, Yap, Turner, and Rexha 2011). The value for online banking is 63. 
In comparison with other studies, this ratio is relatively quite high, which explains 
why for similar products (just like e-signature) the adoption is happening more 
due to the imitation force. For adoption of such service in the society, interpersonal 
communication and the  adoption and use of the  product by other people is 
playing much larger role than the media, advertising or marketing expenditure for 
the push of the product. This also proves the previously mentioned assumption 
that interpersonal communication has a  large role to play in adopting products 
like online banking and e-signature. 

It is clearly visible in Figure 2 that all respondents fall into five Rogers’s 
categories where the  corresponding years comply with Innovators t  =  1. Early 
Adopters t = 2, 3, 4, 5. Early Majority t = 6, 7, 8. Late Majority t = 9, 10. Laggards 
t  =  11, 12, 13, 14. For further analysis and calculations, innovators are merged 
with early adopters and the  respondents who did not use online banking at 
the  time of the  survey are re-included to the  study and linked together with 
laggards. The distribution among this new classification is shown in Figure 3.

20.65% 24.64% 23.91% 30.80%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Innovators + Early Adopters Early Majority

Late Majority Laggards and S�ll not Adopted

Source: author’s construction based survey (2012) results
Figure 3 	Respondent breakdown by adopter categories
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In their research, Everett Rogers and others already set out main 
characteristics of adopters in these groups. This was analysed in more detail in 
the  theoretical framework section. For this specific research it is important to 
look deeper into exactly what kind of customers there are in each group to better 
position the product for them. For further detail these newly established groups 
were analysed in comparison with demographical and other characteristics 
of the  respondents that were established in the  survey. The  significance of 
relationships is established by using Chi-Square statistic (χ2) for each of these 
variables.

Table 4	 Variables and their χ2 value

Variable χ2 value
Gender .471
Age 36.357**
Occupation 20.113*
Education Level 17.595*
Region (Place of residence) 31.275**
Income 20.385
**p-value smaller than 0.01
*p-value smaller than 0.05

Source: author’s calculations based survey (2012) results

It is noticeable that age, the  place where the  respondent lives, occupation 
and education level has significant relationship to adopter categories (Table 4). 
To further analyse what kind of characteristics each of the groups has, a crosstab 
analysis was undertaken with the previously mentioned significant characteristics. 
An example is shown in Table 5. The marked intersections show characteristics 
that were observed more often than expected from the distribution of respondents 
the author had obtained. This means that there are large numbers of people with 
this characteristic feature in respect of the adoption category.

This table shows that the marked cells are moving diagonally downwards from 
left to right. This means that younger people are adopting this kind of technology 
earlier, but older people are more common at the  later stages of adoption. This 
also confirms the theory which suggests that it is rather common to see a higher 
proportion of younger people at the  earlier stages of adoption (Wong, Yap, 
Turner, and Rexha 2011). Similar analysis was also done for the other significant 
characteristics (Region, Occupation and Education). It was discovered that 
people from Riga, Vidzeme and Kurzeme (economically more developed parts 
of Latvia) are more common at the  earlier stages of diffusion. Also people who 
have higher or secondary professional education are more innovative in terms of 
adopting the  technology. Interestingly, people who studied or combined work 
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with studies, adopted online banking earlier than those who only worked or 
considered themselves as homemakers at that point. 

Table 5	 Adopter categories and age groups

ADOPTER CATEGORY

Total
1. Innovators 2. Early 

Majority
3. Late 

Majority

4. 
Laggards 
& Not yet 
adopted

AG
E 

G
RO

U
P

16-29
Count 44 45 35 42 166

Expected 
Count 34.3 40.9 39.7 51.1 166.0

30-39

Count 10 11 8 11 40

Expected 
Count 8.3 9.9 9.6 12.3 40.0

40-49
Count 2 7 14 9 32

Expected 
Count 6.6 7.9 7.7 9.9 32.0

50-59
Count 0 4 8 15 27

Expected 
Count 5.6 6.7 6.5 8.3 27.0

60+
Count 1 1 1 8 11

Expected 
Count 2.3 2.7 2.6 3.4 11.0

Total
Count 57 68 66 85 276

Expected 
Count 57.0 68.0 66.0 85.0 276.0

Source: author’s calculations based on survey (2012) results

People were also asked questions about the Rogers’s innovation characteristics 
(listed in the  theoretical framework section) most important for them. When 
analysing the  answers in terms of the  adopter categorization, it was noted that, 
for innovators and early majority, the most important feature motivating them to 
adopt the  innovation was trialability, while both early and late majority groups 
showed strong inclination towards ease of use as the most important characteristic 
feature of the  innovation. Laggards and those who did not adopt innovations 
also emphasized trialability as the  feature they favoured most. This reveals an 
interesting phenomenon: both the  most innovative and least innovative groups 
list the same characteristics. It is important to note that after the gap (after early 
adopters) the  significant innovation characteristics change, which might be an 
important aspect when crossing the gap.
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The  questionnaire also included a  semantic differential question that was 
introduced as a  tool to find out the  overall receptiveness of new technologies, 
products, services and ideas by people. The analysis of responses to this question 
proved that people who adopted the  product being analyse, namely, online 
banking, had earlier also been more open towards innovations and their adoption, 
whereas the  ones who fell into the  category of laggards and did not adopt 
the  service were more closed and negatively minded towards new things, ideas 
and the like. Theory states that if someone is an innovator or an early adopter for 
a specific product, this does not specifically mean that the person is in the same 
adopter category for all products. This conclusion only shows the way people act 
in different social systems and the necessity to make diffusion analysis research 
only for products that are similar. 

CONCLUSIONS, PROPOSALS, RECOMENDATIONS

All results yielded by this research have allowed the author to find answers to 
some very important questions, which can help a manager, a marketing specialist, 
a product developer or anyone else interested in the diffusion forecast for a new 
product.

The calculated Bass innovation and imitation coefficients and their proportion 
q/p =  0.504/0.008 = 63 show that the  decisions on adopting the  analysed 
products are largely connected with imitation factors or the  word of mouth 
influence. Only a  small part of respondents (1.09%) adopted the  technology in 
the first year, thus even further proving the higher importance of imitation.

The  results demonstrate the  different properties of adopters. In this study, 
the  number of demographic characteristics was limited to six, but many more 
can be added to widen the research. A strong relationship was revealed between 
the characteristics of the adoption groups and customers (age, place of residence, 
education and occupation). No correlation was established with gender and 
income. This kind of research makes it possible to even more profoundly 
understand the potential clients and, underpinned by the characteristics outlined 
by Rogers, produce various profiles of consumers during the product cycle.

Further analysis of customers and their attitude towards new products in 
the  adopter category of innovator creates a  better understanding of customers 
along the  life-cycle of the  product. This gives a  chance for product developers 
to change product positioning. For instance, according to respondents, at 
the  beginning of diffusion, trialability is very important for them, while later it 
is ease of use that in turn is replaced by trialability at the final stages. This kind 
of information makes it possible to change the business model or other specific 
qualities of the  product: trial periods or a  freemium pricing model are offered 
at the  beginning, to be later followed by higher investments into marketing, 
in particular, educating the  customer, and finally, by returning to trialability 
improvement at the end. The products (online banking and e-signature) that were 
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analysed in this research are prime examples of this kind of product repositioning 
over time.

It is very obvious that more and more new product and service innovations 
will be made available to our society with tremendous speed, their user number 
quickly reaching its peak , and then beginning to decline.  Knowledge of the new 
product life cycle and customer trends in various phases of the diffusion process 
can help create more effective marketing strategies and give good pointers for 
management to make better decisions. The  theories and models used in this 
research provide a valuable tool for stakeholders to acquire new knowledge and, 
by applying this competence in decision making, reduce the risks of innovation 
failure.
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Abstract
The creation of health care as a system is globally associated with the introduction 
of the health insurance which means that the state to a bigger or smaller degree 
starts ruling the issues that are connected with the protection of the population 
health and partly assumes financial responsibility for the  implementation 
of the  process. The  aim of this research is to perform the  historical review 
of the  financing resources of the  health care in Latvia, to evaluate their 
development during the  health care reform and forecast eventual changes. To 
achieve the  aim of the  research, the  methods of the  theoretical research are 
used alongside the methods of the empirical research. For data processing and 
analysis, the  statistical analysis methods and methods of forecasting are used. 
The main results and conclusions of this research are dedicated to a considerable 
number of changes developed during the  health care reform, particularly 
on issue of the  health financing resources that bothered the  development of 
reform. The authors of this article carried out an expert assessment in order to 
obtain additional information about the  most optimal sources of healthcare 
financing. The authors’ carried out an expert assessment that shows the expert 
opinions about using revenue from the specific taxes as a source of financing for 
the medicines’ reimbursement scheme show that the noticeable predominance 
of the assessment is formed in the direction of the social tax (state mandatory 
social insurance payments) in comparison to the resident income tax. According 
to the  experts’ opinions, approx. 75% of the  financing for the  reimbursement 
scheme should be drawn from the state budget funds, 16% from private funding, 
and 9% from the funds of the municipal budget.

Keywords: 	 health care financing, health care reform, medicines reimburse-
ment system, Latvia 

JEL code: H51

INTRODUCTION

In most countries health insurance was initially developed on a  voluntary 
basis that later served as a  basis for the  introduction of mandatory insurance. 
The  origins of health insurance in the  territory of Latvia trace back to 
the 13th century when the guilds of craftsmen created terms that would help their 
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members in case of sickness. Guilds were very significant in ancient times of 
craftsmanship as they were created as closed corporations of producing craftsmen 
with the  aim to defend their interests. In 1352 the  Small Guild was founded in 
Riga that united all guilds of craftsmen, as well as the Big Guild that united all 
merchants (Treimanis, 1926). Such guilds existed not just in Riga, but also in 
other Latvian towns. The “health insurance” created by guilds was voluntary and 
was made with the aim to provide material assistance to the members of the guild 
during sickness, as well as provided assistance in treatment. As only masters were 
members of the craftsmen guilds united in the Small Guild, apprentices, following 
the  example of their masters also united in “brotherhoods”  – the  associations 
of apprentices to provide assistance to their members in case of sickness. This 
kind of mutual aid existed till the  beginning of the  20th century when along 
with the  development of industry the  guild system gradually disappeared. 
The brotherhoods of craftsmen apprentices were transformed into the apprentice 
sickness and funeral funds. These apprentice funds can be considered the  first 
organisations of voluntary insurance of paid employees in Latvia. At the  same 
time the  funds of general aid uniting merchants, craftsmen, teachers, priests, 
writers, civil servants and representatives of other branches were created. 

The next stage when voluntary health insurance flourished in Latvia was seen 
in the second half of the 19th century when various mutual aid insurance funds and 
societies were founded. These worker mutual aid societies are to be considered 
the  source of sickness insurance funds as they were based on the  principle to 
ensure their members’ living during their sickness. The above-mentioned societies 
functioned according to the  mutual aid principle without direct participation 
of society or state. Outside the  system there were workers with low wages who 
could not afford to make any savings and contributions to the mutual aid funds. 
In 1860s when the  number of factories started to grow rapidly the  first factory 
worker mutual aid funds were founded (Treimanis, 1926). They developed into 
the largest organisations of voluntary insurance and were later known as various 
Latvian aid societies.

As the  beginning of mandatory health insurance one can consider 
the regulations on insuring workers for the case of accidents or sickness adopted 
in Tsarist Russia in 1903 and supplemented in 1912 by envisaging free-of-
charge treatment and allowances in the case of sickness accounting for 50–67% 
of regular wages in the  biggest industrial companies (Aizsilnieks, 1968). After 
the  February revolution of 1917 the  provisional government of Russia radically 
amended the  regulations providing for a  more democratic form that fully 
transferred the administration of the sickness insurance funds to workers. These 
regulations remained in force in Latvia after the declaration of its independence. 
The  Constitutional Assembly redesigned the  regulations by adjusting them to 
the Latvian situation and on 15 December 1920 passed the Law on Mandatory 
Insurance that became the  basis of all the  system of sickness insurance funds 
of Latvia. Later the  regulatory documents providing for the  functioning of 
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the sickness insurance funds were amended by expanding the range of the persons 
to be insured and by correcting the amount of contributions and their distribution 
(Aizsilnieks, 1968).

The system of sickness insurance funds in Latvia existed till December 1940 
when with the  decree of the  Presidium of the  Supreme Council of the  Latvian 
Soviet Socialist Republic of 28 November 1940 On State Social Insurance of 
Workers and Servants it was ruled that sickness insurance funds must be liquidated 
by 1 January 1941. The  property and valuables of the  sickness insurance funds 
were passed over to trade unions; however ambulances, treatment practices and 
sanatoriums were transferred to the People’s Commissariat of Health Protection. 
Workers were freed from the contributions of social insurance, however employers 
had to make contributions into the  social insurance funds of trade unions 
accounting for 3.7 to 9.3% of the employee’s wages Aizsilnieks, 1968). Further on 
doctor assistance was provided to workers free of charge; however they had to pay 
full price for medicines. 

The  functioning of sickness insurance funds was restored in Latvia in 1993 
within the  reform of the  health care system and the  authors have carried out 
a comparative analysis of the principles of operation of the sickness funds during 
the first stage (1920–1940) and the second stage (1993–2004) of their operation 
in Latvia. By comparing these two systems, the authors come to a conclusion that 
they functioned according to different principles:

The sickness funds that functioned during the first stage had a wider range of 
goals of their operation;

•	 During the  first stage the  sickness funds were formed and managed by 
their creators – employees – as well as by the employers; during the second 
stage the sickness funds were run by state or municipal institutions;

•	 During the  first stage the  finances of the  sickness funds were basically 
formed from payments by members of the sickness funds and employers, 
and they operated according to the principles of the Bismarck healthcare 
model; during the second stage the sickness funds distributed state budget 
funds according to the principles of the Beveridge healthcare model; 

•	 During the first stage the insured mainly consisted of paid employees and 
their dependents (people with low income received state support); during 
the second stage the system included all residents of the country through 
the implementation of a state mandatory health insurance system; and

•	 During the first stage finances of the sickness funds were used to pay not 
only for medical aid but also to disburse monetary benefits which were 
separated from healthcare during the  second stage and formed social 
insurance funds.

Dissatisfaction with the  operation of the  sickness funds was observable in 
the public and at government level after the reintroduction of the sickness funds in 
1993; they were blamed for the failure to comply with the principles of operation 
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of sickness funds and inefficient management of funds. In the  authors’ opinion, 
the  problem started from the  fact that, in an attempt to resume the  operation 
of sickness funds, the  name was given to institutions the  operation of which 
differed in a radical way from the operation of the sickness funds that functioned 
at the  beginning of the  20th century. Thus the  restored sickness funds did not 
correspond to the  visions of their historical development and operation and 
caused a lack of understanding in the general public.

In Latvia, the health care system reform is still in progress having proceeded 
though many stages of the  developmental process, however, not all the  goals 
set have been achieved yet. The aim of this research is to perform the historical 
review of the  financing resources of the  health care in Latvia, to evaluate their 
development during the  health care reform and forecast eventual changes. To 
achieve the  aim of the  research, the  methods of the  theoretical research (the 
analysis of the regulatory enactments, special literature analysis, and the analysis 
of electronic resources) are used alongside the methods of the empirical research 
(data collection methods: surveys, document analysis, and database statistical 
analysis). For data processing and analysis, the  statistical analysis methods 
(comparison, grouping, calculation of average quantities) and methods of 
forecasting are used. The theme of this research touches upon the sphere which has 
not been sufficiently investigated in Latvia yet and presents specific evaluation of 
the health care reform and experts’ assessment of the eventual financing sources 
of health care financing in Latvia.

RESEARCH RESULTS AND DISCUSSION

In the  1990s Latvia had to resolve the  future development of its healthcare 
system and the  possible models of financing of the  healthcare system. Signs of 
the  formation of a  free market in the  national economy of Latvia in the  early 
1990s revealed a  necessity to change the  attitude towards healthcare as well. 
Until then it was based on providing financing for centralised budget institutions 
according to their estimates, with stress on the  provision of medical aid in 
hospitals, especially in view of the  tendency for the doctors to receive the same 
amount of remuneration regardless of the  quality and extent of their work and 
the  tendency for the  medical institutions to receive financing according to 
their size. Such a  situation did not contribute to efficient use of funds and did 
not promote willingness on the doctors’ part to improve their work quality and 
competitiveness. 

Considering the  fact that healthcare professionals were not change-oriented 
at that time, especially as regards changes related to entrepreneurship and 
management of financial affairs, the  initiative to start a  healthcare reform was 
undertaken by the Latvian State. 1992 is regarded as the year when the healthcare 
reform was started; the Latvian Health Strategy Centre, supervised by the Ministry 
of Welfare, developed a  Concept for the  improvement of the  healthcare system. 
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Table 1 	 Summary of the principal policy-planning documents and legislative acts 	
	 drafted in the course of the healthcare reform related to the sources of 	
	 health 	 financing in Latvia

Item 
No.

Policy-planning 
documents and 
legislative acts 

Strategic directions

1 2 3

1. Resolution No. 371 
of 31 August 1992 
by the Council of 
Ministers of Latvia 
“On development of 
the health defence 
concept”

The  concept provided for a  special structure acting as 
an intermediary between patients and the  healthcare 
institutions which would make payments to health care 
institutions for the  services provided, in accordance with 
the principle of ‘money follows the patient’, and would serve 
to protect the interests of residents.

2. Resolution No. 146 of 
24 December 1992 by 
the Ministry of Welfare of 
Latvia “On development 
and operation of the Cash 
Office”

Based on this order, a Cash Office of the Ministry of Welfare 
(from 1996 to 1999  – State Sickness Fund; from 1999 to 
2009 – State Agency of Mandatory Health Insurance; from 
2009 to 2011  – Health Payment Centre) was established 
in 1993, with the  principal purpose of its operation to 
lead the  healthcare financing reform in the  country in 
a methodical and organisational way. Municipal cash offices 
were formed in all districts of the country at the same time.

3. Basic principles “On 
health care financing” 
prepared by the Ministry 
of Welfare and adopted 
by the Cabinet of 
Ministers on 1 November 
1994

Equal access to healthcare services regardless of the  social 
status and income of an individual was laid down as the main 
principle. According to the basic principles, it was planned 
to introduce a health tax already in 1995, payable in equal 
parts (three per cent of the taxable income of an employee) 
by the  employee and the  employer; it was also planned to 
ensure that voluntary health insurance would cover 20% of 
the total costs of healthcare. 

4. Concept “On State 
mandatory health 
insurance” prepared 
by the Ministry of 
Welfare and adopted by 
the Cabinet of Ministers 
on 28 May 1996

According to the concept, state mandatory health insurance 
was seen as a  component of the  state social insurance 
system, the  purpose of the  introduction of which is to 
enable residents to receive quality healthcare services so 
as to create preconditions for a  gradual improvement of 
the  health condition of the  population and stabilisation of 
the demographic situation.

5. Concept “On financing 
sources of health care” 
discussed by the Cabinet 
of Ministers on 3 
September 2002

A  State Budget Grant Model was accepted; it envisaged 
the  healthcare budget as part of the  general state budget. 
Despite the  shortcomings of this model, it was resolved 
at the  22 July 2003 session of the  Cabinet of Ministers to 
abolish any special-purpose budgets (including the special-
purpose healthcare budget), preserving the status of a special-
purpose budget only for the  state social insurance budget.

Source: authors’ collection bases on (Council of Ministers, 1992; Ministry of Welfare, 1992; Cabinet of 
Ministers, 1994; Cabinet of Ministers, 1996; Cabinet of Ministers, 2002)
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Table 1 of this article contains a  summary of the  principal policy-planning 
documents drafted in the course of the healthcare reform later on and information 
about legislative acts related to the sources of health financing in Latvia. 

In the course of implementation of the reform, funds allocated in the 1990s for 
the financing of healthcare measures were divided into two separate programmes: 
the  state programme and the  basic programme, and were directed towards 
service providers in several flows of financing. The  programmes were financed 
from two sources: state funds and municipal funds. Although finance flows had 
been defined, the  question of the  sources of financing remained unanswered. 
This applied both to healthcare financing in general and to the  financing 
for the  medicinal products reimbursement scheme. The  issue of organising 
a  financing system for the  reimbursement of medicinal products was the  most 
problematic one, and the  sources of such financing  – state budget, municipal 
budget, and action grants from the state budget – changed every year. 

Pursuant to the  1996 State mandatory health insurance concept, it was 
intended to conditionally divide the administration of the State mandatory health 
insurance system in two parts (Cabinet of Ministers, 1996):

1)	 Collection of health insurance payments and transfer thereof to the State 
Sickness Fund which would be implemented by the central institution of 
the State social insurance fund and its structural units – social insurance 
administrations of districts, and

2)	 Distribution of funds among regions, with follow-up transfers of funds to 
the service providers in accordance with signed agreements, which duty 
would be entrusted to the State Sickness Fund.

Centralisation of funds occurred as a result of introduction of the State man-
datory health insurance system, and the  basis for the  State mandatory health 
insurance  – part of the  resident income tax and a  grant from the  state general 
budget  – was defined. Thus the  minimum norm of healthcare expenditure per 
resident was separated from the  municipal budgets and centralisation of funds 
took place, the main task of which was to provide for a stable and equal amount 
of funding per resident throughout the territory of Latvia by guaranteeing a cer-
tain basic level of healthcare for all residents and introducing competition among 
service providers. 

According to the 1996 Latvian healthcare development strategy, strategically 
the most important directions of the reform were as follows (Ministry of Welfare, 
2001):

•	 Reorganisation of the  health care system, based on a  prepared and 
approved primary and secondary healthcare strategy;

•	 Optimisation of the structure of service providers, achieved as a result of 
the  consolidation process and designed to improve service quality, will 
increase the cost efficiency and provide for a rational service accessibility;
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•	 A  reform of the  healthcare financing system and promotion of 
the investment policy including developing a stable and foreseeable capital 
investment programme in the  healthcare sector and providing for an 
adequate institutional capacity; and

•	 Improving the  general health condition as a  result of efficient health 
promotion activities among the population.

Considering the  serious financial problems that were encountered in 
the course of implementation of the reform, it was resolved to attract borrowed 
capital and foreign assistance in order to implement the  reform efficiently. 
A  project was developed in 1997, and an agreement for the  implementation 
of the  project was signed with the  World Bank on 25 November 1998. In 1999 
the Healthcare reform project was included in the State Investment programme. 
In 2001 a State Healthcare Plan was developed as part of the Healthcare reform 
project, as a continuation of the course of the reform on the whole, including with 
respect to the finance flow. 

In 2003 the  draft concept on Mandatory health insurance, which was 
intended to involve the private health insurance companies in administration of 
the  state budget health care resources, has been developed, but not accepted at 
the governmental level.

A  working group was set up according to Resolution No. 418 of 7 October 
2009 by the  Prime Minister of Latvia (Prime Minister, 2009) to look into 
the possibilities of introducing a system in Latvia that would ensure the availability 
of certain state-funded healthcare services to those residents that have paid 
the resident income tax or from whom the resident income tax has been withheld; 
the system would also provide that residents at a working age which have not paid 
the resident income tax would have to pay the full price for any healthcare services 
received by them, preserving, however, the possibility for all Latvian residents to 
receive emergency medical service and services under individual essential state-
funded programmes. However, the concept developed by the working group was 
not accepted in 2009, but became current in 2012 by the establishment of a new 
work group under the Ministry of Health. In the authors’ of this article opinion 
this concept should be prepared in concern with the Government’s Action Plan for 
the Implementation of the Declaration of the Intended Activities of the Cabinet 
of Ministers, particularly Activities 38, which intends to reduce the  taxes on 
employees (indicatively by nine percentage points by three years period), while 
keeping the overall tax burden (Cabinet of Ministers, 2012).

The  authors of this article carried out an expert assessment in order to 
obtain additional information about the  most optimal resources of healthcare 
financing. A complex forecasting method has been used, incorporating the expert 
method and statistical methods. The  modified Delphi method was chosen as 
an expert method. The  questionnaire included 10 questions, and each of them 
offered preliminary information for performance of forecasting, as well as 
the  opportunities to make additions and comments. In this article only one of 
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the questions is investigated. The assessment was carried out in July and August 
2011, and 21 health care professionals, as well as the representatives of the patients’ 
organisations were invited. Nine of the invited experts agreed to participate at this 
research: chief specialist in cardiology of the  Ministry of Health (MoH), chief 
specialist of the MoH in surgery, chief specialist of the MoH in oncology, chief 
specialist of the MoH in paediatric, chief specialist of the MoH in neurology, chief 
specialist of the MoH in infectious diseases, which at the same time represented 
the health professionals’ associations, as well as two senior officials of the MoH 
and one representative of the  pharmaceutical association. A  number of invited 
experts, including the  lead representatives of the  patients’ organisation, refused 
participation at this research, which can be explained as the lack of competence. 
The  experts’ individual assessments have been collected through statistical 
techniques and used for development of conclusions and forecasting.

Experts were asked to provide their expert opinions about the  optimal 
structure of the sources of financing for the medicines’ reimbursement scheme, 
with the option of providing an assessment for attracting state budget, municipal 
budget and private financing. Experts’ opinions about the  optimal structure of 
the sources of financing for the reimbursement scheme are shown in Table 2.

Table 2	 Experts’ opinions about the optimal structure (represented shares) of  
	 the sources of financing for the medicines’ reimbursement scheme

Item 
No.

Sources of financing of the medicines’ reimbursement 
scheme 

Experts’ opinion 
(Average share, % (X) and 

Standard Deviation(S))

X S
1 2 3 4

1. State budget

State-budget grant 64.36 29.83

Constant part of the social tax (state 
mandatory social insurance payments) 9.17 14.34

Constant part of the resident income tax 1.13 2,10

2. Municipal 
budget

State-budget grant 7.54 12.45

Constant part of the resident income tax 1.50 3.51

3. Private 
financing

Patient’s co-payment 8.23 12.14

Mandatory private insurance 1.50 2.27

Voluntary private insurance 3.06 3.73

Financial participation of pharmaceutical 
companies 2.88 5.19

Donations 0.63 0.92

Total 100

Source: authors’ calculations based on the carried out experts’ assessment data
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Currently the  reimbursement scheme is financed from a state-budget grant, 
patient’s co-payment, and by attracting funding from pharmaceutical companies. 
The  extent of patient’s co-payment depends on the  extent of reimbursement 
applicable according to the  diagnosis and on whether, in the  case of List A, 
the patient uses reference medicinal products (medicinal products with the lowest 
price in a  group of interchangeable medicinal products) or non-reference 
medicinal products (medicinal products which have cheaper analogues) – in this 
case the  patient also covers the  difference between the  prices of non-reference 
and reference medicinal products.

The financial participation of pharmaceutical companies in the reimbursement 
scheme was introduced in 2011 by Regulation No. 1216 of 28 December 2010 by 
the Cabinet of Ministers (Cabinet of Ministers, 2010) which provide that in cases 
where the  National Health Service finds, as a  result of analysing the  quarterly 
data, that the  funding allotted for reimbursement purposes has been exceeded, 
it shall notify the  pharmaceutical company which manufactures the  medicinal 
products about the  necessity to make a  payment in relation to its market share 
under the reimbursement scheme so as to cover the foreseeable shortage of funds 
for reimbursement and shall determine the amount of the payment. Participation 
of pharmaceutical companies in the  scheme also manifests itself in the  case of 
List C since they have to provide patients with medicinal products for at least 10% 
of the  amount payable from state funds. However, the  question of the  financial 
participation by medicinal product manufacturers in the reimbursement scheme 
is not so straightforward because such a participation in the scheme would not be 
necessary if manufacturers reduced the prices of their products. 

Expert opinions about using revenue from the  specific taxes as a  source of 
financing for the reimbursement scheme show that the noticeable predominance 
of the assessment is formed in the direction of the social tax (state mandatory social 
insurance payments) in comparison to the  resident income tax. In the  author’s 
opinion, such an assessment indirectly points towards experts’ reflections on 
the interconnection between social insurance and healthcare. However, one must 
take into account the  current critical situation in the  social sphere, and using 
the revenue from the social tax to finance healthcare would result in yet another 
increase of the social tax rate.

The  distribution of experts’ opinions as to the  three main sources of 
financing  – the  state budget, municipal budget, and private funding  – is shown 
in Figure 1. 

According to the  experts’ opinions, approx. 75% of the  financing for 
the  reimbursement scheme should be drawn from the  state budget funds, 16% 
from private funding, and 9% from the  funds of the  municipal budget. It must 
be noted that the  proposal by the  experts to get municipalities involved in 
the  provision of financial accessibility of medicinal products too is noticeable 
as currently only a  few municipalities provide financial support to patients in 
connection with purchases of medications.
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Source: authors’ construction based on the carried out experts’ assessment by the modified Delphi method 
(nine experts – the chief health professionals of Latvia, 2011)

Figure 1 	Experts opinions on optimal structure of the sources of financing for the 	
	 medicines’ reimbursement scheme in Latvia, as to the three main sources of 	
	 financing – the state budget (state budget grant scheme; constant share of the 	
	 social tax; constant share of the resident income tax), municipal budget, and 	
	 private funding 

The introduction of a mandatory private insurance scheme was not estimated 
highly by the experts; a voluntary private insurance system was valued better. One 
must note, however, that although currently there are no fiscal or lawful obstacles 
for the use of voluntary private insurance to cover patient co-payments, insurance 
companies avoid offering their clients such services. In this context the authors 
propose additionally investigate the  opportunities of the  voluntary health 
insurance in European Union, which are described (Mossialos E., Thomson S., 
2004) voluntary health insurance to whether it:

•	 substitute for cover that would otherwise be available from the state;
•	 provides complementary cover for services excluded or not fully covered by 

the state (including cover for co-payment imposed by the statutory health 
care system); or

•	 provides supplementary cover for faster access and increased consumer 
choice.

The  experts rated the  possibility of using donations to finance the  reim
bursement scheme as insignificant. However, in the author’s opinion, donations 
may provide significant support for the reimbursement scheme if a foundation is 
established and clearly defined criteria are laid down with regard to the  use of 
the foundation’s means. 
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CONCLUSIONS, PROPOSALS, RECOMMENDATIONS

1.	 The origins of health insurance in the territory of Latvia trace back to the 13th 
century when the  guilds of craftsmen created terms that would help their 
members in case of sickness. At the beginning of the 20th century the sickness 
funds in Latvia successfully operated in accordance with the classic Bismarck 
model principles, but after their reintroduction in 1993 dissatisfaction was 
observable, as the sickness funds were blamed for the failure to comply with 
the  principles of operation of sickness funds and inefficient management of 
funds. The  problem started from the  fact that, in an attempt to reintroduce 
the  sickness funds, their name was given to institutions which distributed 
state budget funds according to the  principles of the  Beveridge model 
and the  operation of which differed in a  radical way from the  operation of 
the  sickness funds. Thus the  restored sickness funds did not correspond to 
the visions of their historical development and operation, and therefore they 
were reorganised into the State Compulsory Health Insurance Agency in 2004.

2.	 A considerable number of changes on issue of the health financing resource 
have been developed during the  health care reform from 1992 in Latvia. 
Initially the  health care programmes were financed from two sources: state 
funds and municipal funds. According to the  principles adopted in 1994, it 
was planned to introduce a health tax already in 1995, payable in equal parts 
(three per cent of the  taxable income of an employee) by the employee and 
the  employer, but this tax has not been introduced. The  basis for the  State 
compulsory health insurance – part of the resident income tax and a grant from 
the state general budget – was defined in 1996. However the state budget grant 
model was accepted in 2003, which abolished the special-purpose healthcare 
budget and envisaged the healthcare budget as part of the general state budget. 

3.	 Already in 1994 it was planned to ensure that voluntary health insurance would 
cover 20% of the total costs of healthcare, but this concept was not adopted 
until now. A work group established in 2009 has investigated the possibilities 
to introduce a system that would ensure the availability of certain state-funded 
healthcare services to those residents that have paid the resident income tax or 
from whom the resident income tax has been withheld, and this approach is 
under discussion in 2012 too. However this concept should be developed in 
concern with the Government’s Action Plan, particularly Activities 38, which 
intends to reduce the  taxes on employees (indicatively by nine percentage 
points by three years period), while keeping the overall tax burden.

4.	 The  authors’ carried out an expert assessment shows that the  expert 
opinions about using revenue from the specific taxes as a source of financing 
for the  medicines’ reimbursement scheme show that the  noticeable 
predominance of the assessment is formed in the direction of the social tax 
(State compulsory social insurance payments) in comparison to the resident 
income tax. Such an assessment indirectly points towards experts’ reflections 
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on the  interconnection between social insurance and healthcare. However, 
one must take into account the current critical situation in the social sphere, 
and using the revenue from the social tax to finance healthcare would result in 
yet another increase of the social tax rate. According to the experts’ opinions, 
approximately 75% of the financing for the reimbursement scheme should be 
drawn from the state budget funds, 16% from private funding, and 9% from 
the funds of the municipal budget.

5.	 The introduction of a compulsory private insurance scheme was not estimated 
highly by the  experts; a  voluntary private insurance system was valued 
better. One must note, however, that although currently there are no fiscal 
or lawful obstacles for the use of voluntary private insurance to cover patient 
co-payments, insurance companies avoid offering their clients such services. 
The authors of this paper propose additionally investigate the opportunities 
of the  voluntary health insurance as the  substitute, complementary and 
supplementary tools to finance patients’ health care in Latvia.

REFERENCES
Aizsilnieks A. 1968. Latvijas saimniecības vēsture, 1914.–1945. –Stokholma: Daugava, – 

pp. 39-881 
Mossialos E., Thomson S. 2004, Voluntary Health Insurance in the  European Union, 

European Observatory on Health Systems and Policies, World Health Organisation, 
pp. 51-66

The  Cabinet of Ministers of the  Republic of Latvia, 1994. Basic principles on health 
care financing. [online] Politikas plānošanas dokumentu datu bāze. Available at: 
<http://www.mk.gov.lv/> [Accessed 28 May 2011].

The Cabinet of Ministers of the Republic of Latvia, 1996. Concept on State mandatory 
health insurance. The unpublished materials of the Cabinet of Ministers.

The Cabinet of Ministers of the Republic of Latvia, 2002. Concept on financing sources 
of health care. [online] Politikas plānošanas dokumentu datu bāze. Available at: 
<http://www.mk.gov.lv/> [Accessed 14 June 2011].

The  Cabinet of Ministers of the  Republic of Latvia, 2010. Regulation No. 1216 on 
amendments of the Regulation No 899 on the Procedure for Reimbursement of Expenses 
Related to Purchase of Medicines and Medical Devices Intended for Outpatient 
Treatment. [online] Latvijas Vēstneša Tiesību aktu vortāls. Available at: <http://
www.likumi.lv/doc.php?id=223613> [Accessed 20 October 2011].

The Cabinet of Ministers of the Republic of Latvia, 2012. The Government’s Action Plan 
for the Implementation of the Declaration of the Intended Activities of the Cabinet of 
Ministers. [online] Latvijas Republikas Ministru kabinets. Available at: <http://
www.mk.gov.lv/lv/ mk/darbibu-reglamentejosie-dokumenti/ricibas-plans-dv/> 
[Accessed 14 March 2012].

The  Council of Ministers of the  Republic of Latvia, 1992. Resolution No. 371 on 
development of the  health defence concept. [online] Normatīvo aktu informācijas 
sistēma. Available at: < http://pro.nais.dati.lv/> [Accessed 28 May 2011].

The  Ministry of Welfare of the  Republic of Latvia, 1992. Resolution No. 146 on 
development and operation of the  Cash Office. The  unpublished materials of 
the Ministry of Welfare.



	 Diāna Arāja, Kārlis Krūzs	 171

The Ministry of Welfare of the Republic of Latvia, 2001. Social Report 2001. Latvijas 
Republikas Labklājības ministrija.; Rīga, LR LM, 2001., P. 115.

The  Prime Minister of the  Republic of Latvia, 2009. Resolution No. 418 on the  work 
group to evaluate possibilities of implementation of a new health care financing system. 
[online] Latvijas Vēstneša Tiesību aktu vortāls. Available at: <http://www.likumi.
lv/doc.php?id= 198818> [Accessed 14 September 2011].

Treimanis J. 1926. Slimo apdrošināšana Latvijā / Vēsturisks atskats 1235.–1917. – Rīga: 
Latvijas Slimo Kasu Savienība,  – pp. 55-56



172	 The  Authors

THE  AUTHORS*

Rasa Daugėlienė, Dr. ec. is an Associated Professor at the Kaunas University 
of Technology, Faculty of Social Sciences, Arts and Humanities, Institute of 
Europe. Her research is focused on European economic integration processes, 
European Economic International Relations, Functioning of European Internal 
Market. She is Vice Editor of Scientific Journal “European Integration Studies: 
Research and Topicalities”.

Aleksandrs Dahs, is a  PhD candidate in the  field of socio-economic 
demography at the  University of Latvia. He has received his master’s degree in 
European studies from the University of Latvia in 2013 and a bachelor’s degree 
in management science in 2011. He currently holds positions of researcher and 
lecturer at the Faculty of Economics and Management of the University of Latvia 
in Riga, Latvia. His previous work experience includes a senior desk officer post at 
the Ministry of Interior of the Republic of Latvia, and well as senior management 
positions at private industrial enterprises. A. Dahs is a  member of Latvian 
Geographical Society, Latvian Association of Econometrics and the  European 
Association for Population Studies.

Inga Jēkabsone received a  Bachelor’s degree and a  Master’s degree in 
Management from the  University of Latvia in 2011 and 2013 respectively. She 
is currently a  PhD candidate with the  University of Latvia. She is currently 
a  Deputy Director for EU Affairs of Department of Higher Education, Science 
and Innovation of Ministry of Education and Science of Republic of Latvia. She 
has gained working experience in local and regional development while working 
as Project Manager with the  State Regional Development Agency at Latvia-
Lithuania Cross-border Cooperation Programme and with Salaspils Municipality 
and as an Assistant Researcher with the University of Latvia, as well as working 
with foreign experts, including representatives from the Council of Europe. She 
is the author of several publications on the  research and promotion of the well-
being system in Latvia and has participated in international scientific conferences, 
presenting the results of measuring the well-being in municipalities in Latvia. 

Viesturs Brālis, has a  Social Sciences Master’s Degree in Management 
Sciences (2002), University of Latvia. Completed Ph.D. Program in Management 
(2008), Faculty of Economics and Management, University of Latvia. He is 
working on his Ph.D. Thesis. More than 10 years worked as a  lecturer, Faculty 

*	 Due to very tight publication deadlines not all authors in this issue were able to supply the necessary 
information for this section.

THE  AUTHORS

THE AUTHORS



	 THE AUTHORS	 173

of Economics and Management, University of Latvia. Has a more than 15 years’ 
experience working as a  consultant and business seminars lecturer about 
management and communication for many big Latvian companies, which helps 
him gain a  deeper understanding of many organisational processes. Research 
interests include topics related to knowledge management, organisational 
culture, organisational behaviour and most recently organisational level software 
development. He is an author of approx.15 publications.

Elena Dubra, Dr. oec., professor, University of Latvia, Faculty of Business, 
Management and Economics, Department of Economics. Scientific research 
area  – the  complex approach of the  EU socio-economic policy analysis and its 
implementation in the  Latvian development strategy. The  scientific research 
is based on the  EU convergence and macroeconomic theories analysis and on 
the  external and induced variables estimations: situations of the  economic and 
welfare level and especially on the  challenges for improvement of the  socio-
economic well-being of states and regions with purpose to avoid disparities in 
the European Union. A major focus is devoted to economic climate designation 
for the  world and EU states, as well as its impact on Latvian economics and 
living conditions. Expert from Latvia for the IFO Leibniz Institute for Economic 
Research. Publications for the  Quarterly “World Economic Climate” Issues, 
CESIfo World Economic Survey (WES), Munich, Germany.

Diāna Arāja, graduated from the Latvian Medical Academy (Masteŕ s Degree 
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